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Kurzfassung

Der Einsatz von kombiniert quantenchemisch-klassischethbdtlen ist popular geworden
zur Computersimulation von grossen Systemen, die einesagiles Molekil enthalten, oder,
allgemein gesagt, deren entscheidender Teil mit klassms@heorien schwierig zu erfassen ist.
Typische Anwendungen sind beispielsweise kleinere reaigile Molekile in Losung, wobei die
reagierenden Molekille quantenchemisch, und das Los#rkliassisch beschrieben wird, oder
aber Proteine, deren aktives Zentrum quantenchemischieisen wird und der Rest klassisch.
Dabei hat das Losemittel oder der Rest des Proteins eirtsoheidenden Einfluss auf das Zen-
trum und kann daher nicht einfach weg gelassen werden. &dpgibt neben einer allgemeinen
Einfuhrung einerUberblick iiber die verwendeten Methoden.

Die vorliegende Arbeit beschreibt zwei Neuerungen aufafie&ebiet. Der erste Teil befasst
sich mit dem Problem, dass genaue quantenchemische Bargggmhaufig so rechenzeitinten-
siv sind, dass molekulardynamische Simulationen fasttmabglich sind, weil fur etwa jede
Femtosekunde simulierter Zeit eine solche Berechnunig rsit Kapitel 2 beschreibt eine Inter-
polationsmethode, die wahrend der Simulation nach BetlarEnergieflache des reagierenden
Molekuls aufspannt. Dabei kommt ein relativ grobes Gitem Einsatz, dessen Stutzpunkte
guantenchemisch berechnet werden. Zwischen den Gittetigrufiegende Punkte werden mit
finiten Elementen interpoliert und so die Energien und Guatgin (Krafte) erhalten. Durch das
Gitter und die Tatsache, dass einmal berechnete Stutapumkner wieder verwendet werden
konnen, wenn mehrere Trajektorien simuliert werden, auder verschiedenen Drucken und
Temperaturen, kann der Aufwand an Computerzeit fur dientprechemischen Berechnungen
enorm gesenkt werden. So wird auch die molekulardynamiSahelation eines mittelgrossen
Molekuls im elektronisch angeregten Zustand machbar.

Kapitel 3 und 4 beschreiben die Anwendung dieser Interfpolainethode auf die Photo-
isomerisierung vortis-Stilben. Diese Reaktion wird auch experimentell intensitersucht.
Kapitel 3 erwahnt einige besonders bemerkenswerte ErgghnBeispielsweise erfogt die Iso-
merisierung nicht dem Weg minimaler Energie auf der Paoddftiiche. Die Annahme des Pfads
minimaler Energie wird haufig gemacht und ist Vorausseg4iineine ganze Reihe von Theorien
uber Reaktionsdynamik. Die Gultigkeit dieser Annahmedvdiaher in Frage gestellt.

Kapitel 4 behandelt ausfuhrlich die Losemitteleffeldes bei der Photoisomerisierung von
cis-Stilben von Bedeutung sind. Der experimentelle Befundsdiie Reaktionsgeschwindig-
keitskonstante kaum von der Temperatur, dafuir deutlich Bouck des Systems abhangt, konnte
reproduziert und erklart werden.

Der zweite Teil der Arbeit beschreibt den Einsatz der semigsthen Methode MNDO/d
innerhalb einer Molekulardynamiksimulation. Die semiémgphe Quantenchemie ist rechen-
zeitgunstig und kann daher ohne spezielle Interpolatm@tisoden in jedem Zeitschritt angewen-
det werden. Die verwendete Methode MNDO/d eignet sich aucls€hwermetalle wie Zink,
Cadmium und Quecksilber. Dies ermdglicht die Simulatiom Wetallothionein, einem Pro-
tein, das grosse Mengen an Metallionen enthalt, auch otsteemm Kraftfeld fur die Metalle
zu entwickeln. Auch stossen klassische, empirische Kdaif rasch an ihre Grenzen, wenn
Schwermetallkomplexe zuverlassig beschrieben werdiéenso

In Kapitel 5 zeigt sich, dass das klassische Standardféldfiton GROMOS die Form
des Metallzentrums einigermassen zu bewahren vermagjialis mit deutlich zu kurzen Bin-
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dungslangen und teilweise falschen Bindungswinkeln. Zdekompakte Metallkomplex wirkt
sich negativ auf die gesamte Proteinstruktur aus. Wahdem®indungslangen durch Anpas-
sung der Kraftfeldparameter korrigiert werden konntéel)tssich bei den Bindungswinkeln ein
fundamentaleres Problem. Diese Probleme konnten durckideatz einer quantenchemischen
Beschreibung des Metallzentrums vermieden werden: MND@fert Strukturen, die gut mit
experimentellen Daten Gibereinstimmen. Insbesondeidtaetér Cd-Komplex die experimen-
tellen NOE-Schranken gut. Es zeigt sich, dass die metallyggnen Cysteine sehr stabil sind,
wahrend die Peptidschleifen dazwischen ausserorderitiigibel sind. MNDO ohne Erweite-
rung auf d-Orbitale hingegen eignet sich nicht: Der Metattiplex zerfallt bereits nach kurzer
Simulation.

Kapitel 6 gibt einen Ausblick in mogliche zukiinftige Enterungen der vorgestellten Me-
thodologien und nennt weitere mogliche Andwendungslspim Anhang schliesslich wer-
den die beiden zu diesen Studien entwicklten Programmsangeh kurz vorgestellt und ihre
Bedienung erlautert.



13

Summary

The combination of quantum-chemical and classical methadsbecome popular in recent
years. It is useful for the simulation of large systems witboge that is hard to describe by
classical methodology, for example a reacting molecul®iat®n. In this case, the molecule is
described by quantum chemistry, and the solvent by clddsicz fields. Another typical appli-
cation are proteins, whose active site is treated quantuemially, and all the rest classically.
An important aspect is that the rest of the protein and theesblhas an essential influence on
the core. Thus they cannot simply be neglected. Chapterek gigeneral introduction and an
overview of these methods.

This work presents two innovations in this field. The firstt@atdresses the problem of the
large computational expense of accurate quantum-chepatallations. Their use in molecular
dynamics simulations is nearly impossible, because every step such a calculation has to
be performed. Chapter 2 describes an interpolation metbsjded to solve this problem. The
potential energy surface is constructed “on the fly” whemnesgl during the simulation. The sur-
face is represented by a regular grid. The mesh points aralatdd by quantum chemistry, and
in-between the required energies and gradients (forceshtarpolated using finite elements. By
means of the coarse grid, much fewer quantum-chemicalledilons are required. The efficiency
is greatly improved further when many trajectories are $ateal, e. g. under different tempera-
tures and pressures. Now, even molecular dynamics simontatif a medium-sized molecule in
its first excited state are feasible.

Chapters 3 and 4 describe the application of the intermwlanethod to the photoisomeri-
sation ofcis-stilbene, which is also subject to extended experimentadstigations. Chapter 3
presents some remarkable results. For example, the issatieri does not follow the path of
minimum energy on the surface. Such a minimum-energy patifites assumed and it is the
basis for several theories about reaction dynamics. Thausaldity of this assumption is ques-
tionable.

Chapter 4 presents an in-depth investigation of the soletetts that occur in the photoi-
somerisation otis-stilbene. In experiment, the reaction rate constant laddpends on the
temperature, but strongly depends on the pressure of thergoll he simulation is able to repro-
duce and explain these findings.

The second part of this work describes the inclusion of tine-smpirical method MNDO/d
in a molecular dynamics simulation. Semi-empirical quantthemistry is computationally
cheap and can be applied every time step without any intatipal procedure. MNDO/d is
suitable for treating heavy metals such as zinc, cadmiummagr@dury. This is required for the
simulation of metallothionein, a protein capable of birgliarge amounts of these metals. Doing
S0, it is not necessary to develop a force field for the meta.idbloreover, classical force fields
often have difficulties in describing metal clusters.

Chapter 5 shows that the classical standard GROMOS forcadiable to maintain the over-
all form of the metal cluster, albeit with bond lengths th&t much too short. This problem could
be solved by scaling the Lennard-Jones parameters, hgweweuld not remedy some incor-
rect bond angles. The too compact structure of the metalaleceaffects the whole enfolding
protein. In contrast, MNDO/d reproduces the experimeritactures quite well. In particular,
the experimental NOE bounds are well satisfied. The metahthaysteines are stable, while the
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peptide loops between them are extraordinarily flexible. IMNwithout extension to d orbitals
is not suitable, as the metal cluster disintegrates quickllge simulations.

Chapter 6 gives an outlook to possible extensions to theepted methodologies and men-
tions further potential applications. Finally, the appieed briefly present the two program pack-
ages that have been developed for these studies. Some iergkgion details are given and their
usage is explained.
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Chapter 1
Introduction

“The underlying physical laws for the mathematical theofy.o
the whole of chemistry are completely known.” P. A. M. Dirac

In a popular sense, chemists are dealing with the producfioew substances. Indeed, this is
the main field of a synthetist, and research has come far ideékelopment of highly specific
synthesis reactions. Though surprising, little is knowoudtihese reactions. The fundamental
reason of why a reaction occurs along a certain pathway eénafbclear. The pathway itself is
often unknown, and the explanations are often hard to veFifys is why one needs a synthetist
with large knowledge in specific reaction types and good ¢ba&inmtuition. However, the basic
theories which fundamentally describe the whole chemiste been known for many decades.
Indeed, quantum mechanics and quantum dynamics providbadlis needed for describing
matter and change. In theory.

In practice, chemical systems are mostly so complex thaethieeories’ equations cannot
be solved. There is need for simplification, approximatiod assumption, and for enormous
computer power.

1.1 Computers and Chemistry

“We can calculate everything.” E. Clementi

In the past decades, computing facilities became much nwwvenbul and much less costly. This
led to the evolution of a new branch of theoretical chemis@Ggmputational chemistry. It can
be roughly divided into two branches.

e Quantum chemistry, based on quantum-mechanical equations, is able to cadctiiat
electronic structure of a molecule. From that, energiesygngradients and many other
molecular properties can be derived. However, computatexpense increases immensely
with increasing system size and accuracy to be achieveds, Tmly relatively small sys-
tems can be treated. Also, dynamical information is out athefor all but the smallest
systems. This theory is described in more detail in Secti8ril

e Molecular dynamics simulationsemploy an empirical force field to describe the inter-
actions in a system and Newton’s classical equation of matopropagate it in time.
Using statistical mechanics, macroscopic properties amarmic information are avail-
able. Computational expense is moderate and limits onl{etigth of simulation elapsed

17



18 Chapter 1. Introduction

time, currently in the range of nanoseconds. However, cb@mgactions are entirely dis-
abled, and a force field for a specific task is sometimes diff@mumpossible to develop.
More details concerning molecular dynamics can be founcerti®n 1.3.2.

So, both these methodologies have their advantages antdalcksy their strengths and limi-
tations. Still the wish remains to simulate chemical reatd] taking into account the influence of
the environment such as a solvent, instead of investig&oigted molecules only. Sometimes,
it is also desirable to study a large system without havingdeteelop a force field first.

The idea is over twenty years old [1] to combine both methtadsng advantage of both but
eliminating their disadvantages: The interesting, regcpart, is described by quantum chem-
istry, while its surroundings, being less interesting lilitimmportant, are described by a classical
force field. Both parts are propagated classically. Thistaring is schematically shown in Fig-
ure 1.1. The innermost core, containing a reacting moleoulkis case, is entirely treated by
guantum chemistry. It is surrounded by a shell which is &edty a force field, but directly
influences the core. The outer area completes the system.

Figure 1.1: Partitioning of the systemQ denotes the quantum-chemical cdr¢he shell influ-
encing the inner core, an@ the classical rest of the system.

The basic concepts originate from Warshel and Levitt [1l alaborate models have been
presented [2—7]. New in the current work is the inclusionroirdaerpolated intramolecular poten-
tial energy surface for increased computational efficie@rying so makes it possible to perform
molecular dynamics simulations of the photoexcited state medium-sized molecule in solu-
tion. The surface is based on accurate quantum-chemicalladbns, thus avoiding any bias
from a force field or experimental results aimed to be repceduThe great advantage is that the
interpolated surface is based on a relatively small numbexgicit quantum-chemical calcula-
tions (a few thousands), compared to the number of molecyiaamics time steps performed
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(several millions). The efficiency of such a method is eschigh if the following three con-
ditions are fulfilled. (i) The accessible configuration spat the quantum-chemical part of the
molecular system is limited, i. e. there are a few low-eneegyons in which the molecular sys-
tem resides most of the time. (ii) Many trajectories are $at@aal, using the interpolated surface
over and over again. (iii) The computational expense of th@ntum-chemical calculation is
very large compared to the computational expense of theickgart of the simulation. This
is demonstrated by the photoisomerisatiomisfstilbene, which uses aab initio configuration
interaction treatment for the first electronically excistdte. Chapters 3 and 4 present the re-
sults. A detailed description of the interpolation meth®diven in Chapter 2, including tests on
accuracy.

There are other methods for interpolating potential enstgfaces [8-10]. However, these
methods are not well suited for molecular dynamics simoifeti Either the computational ex-
pense for many repeated trajectories is still too high [8th&r methods require the potential
energy surface to be calculated and refined prior to any digsasimulations [9, 10]. A method
very similar to the one described here employs rectanguige flements [11].

The second new aspect concerns the inclusion of the senirieatpnethod MNDO/d. This
guantum-chemical method includes d orbitals on some elan#us making the method suit-
able for the calculation of molecular systems containiriglsur, phosphorus and transition met-
als such as zinc, cadmium or mercury. This methodology isieppo the simulation of the
protein metallothionein. It contains clusters of varyimgnisition metals, which are simulated
without requiring a force field. This application is desexkin Chapter 5.

1.2 Problems Addressed

1.2.1 Photochemistry: Photoisomerisation ofis-Stilbene

Stilbene (Figure 1.2) has ever been a system of speciakstidooth for experimentalists and
theoreticians [12]. It occurs in two conformations: thensconformation is nearly planar, with
only both phenyl rings twisted a little out of planarity, aod-stilbene, which has the phenyl
rings towards the same side but tilted against each othebbytal5. There is a large energy
barrier between these two conformations so the moleculeatagasily isomerise unless heated
or photoexcited. Upon photoexcitation by a laser pulseibkecule is lifted to its first electron-
ically excited state § There the potential energy surface differs dramaticatynf the ground
state 9, as shown schematically in Figure 1.3. Ttie conformation is on a high hill, while

Figure 1.2: Structural formula ofransstilbene.
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First excited state

perp

gauche

CIS trans

Ground state

Figure 1.3: Schematic representation of the potential energy surfatieeoground state and the
first electronically excited state of stilbene.

there is still a minimum in thé&ransregion. There is another minimum, slightly deeper, near the
gaucheconformation, and a small energy barrier in the perpendiatdnformation.

A similar process enables vision in biological systems. phmary process is the photon-
inducedcis-transisomerisation of retinal. The conformational change ahedttriggers a series
of reactions which eventually lead to the transmission oéi@impulse.

In experiment, ground-statgs-stilbene in solution is photoexcited by an ultrashort fase
pulse. Finding itself on a steep flank of an energy hill, thdetale starts moving towards the
gaucheminimum. This photoreaction is extremely fast and occuesfiew picoseconds [13-15].
Using modern ultrafast laser equipment, the ongoing readan be tracked in realtime. Even-
tually the molecule ends up in the ground state again. Depgrh the solvent, the temperature
and the pressure, this can primarily dis-stilbene, ottrans-stilbene, if the molecule was able to
cross the small barrier in the excited state. There is alsaltamative reaction channel which
leads to the photocyclisation to dihydrophenanthrenedwts not considered in this work).

The basic experimental results are decay curves [13-16ine-dependent spectra [17] at
best. These results then have to be interpreted. In thigphasumptions and models cannot be
avoided, and often influence the conclusions. Although yiseesn has been heavily investigated
under a vast variety of conditions, many details are leftaugeculation and are sometimes
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still discussed controversially. Here, computer simolatapproaches from a different direc-
tion. Making assumption and using models completely diffeto interpretation, the simulation
provides a reaction dynamics at atomic detail. Still the potar simulation can be validated by
reproducing some experimental results. In the ideal capergnent and simulation complement
each other and, taken together, lead to a deeper underggasfdnatter and change.

1.2.2 Bioinorganic Chemistry: Metallothionein

The role of metals in biological systems has gained incietaerest in recent years [18]. Iron as
part of hemoglobin in blood cells is well known, and sodiund aotassium are known for their
importance to maintain the osmotic balance. However, thetfons of metals are much more
versatile. Calcium, for example, serves as a nerve pulseangsr. Cobalt and zinc are used as a
catalytic centre in enzymes. Structures are maintaineddynesium, calcium, manganese and
zinc. Electron transport is the field of copper and iron. $geasks such as nitrogen fixation are
performed by special metals, such as vanadium and molylodenu

One of the most important metal ions in biological systemans. Its structural function
is for example important in zinc fingers, and it enables spemtalytic reactions in enzymes
such as alcohol dehydrogenase, which is important in theadagion of ethanol. However,
cadmiumhas similar binding properties as zinc, but without the satnectural functions or
catalytic capabilities. This is a reason why cadmium isdoiicompetes with zinc in binding to
biomolecules, but does not provide the special properfieso.

A remarkable metalloprotein imetallothionein.It is a class of abundant small proteins of
about sixty residues. It contains twenty cysteines and lis &bbind up to seven metal ions,
sometimes even twelve of them. Binding to copper, zinc awtniam seems to be biologically

Figure 1.4: Crystal structure of rat liver metallothionein. The largalls are the cadmium
ions, the dark medium-sized balls the zinc ions, and thel diglail balls the cysteine’s sulphurs.
Cysteine side chains are represented as thick sticks. Tmmi displays the backbone, which
has no regular secondary structure. TRalomain is to the left and contains three metal ions,
thea domain with four metal ions is to the right.
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most important, but it is also found to bind to mercury andiptan. Metal binding occurs in
two independent, separate domains. Phgomain binds three metal ions to nine deprotonated
cysteinic sulphurs, the domain binds four metal ions to eleven cysteines. Figureshofvs the
crystal structure of rat liver metallothionein.

The function of metallothionein is unclear. The most likekplanations are supplying metal
ions, primarily copper and zinc, for the biosynthesis ofentmetalloproteins, and removal of
toxic metals such as cadmium and mercury. An interplay with ingers and thus gene expres-
sion is also possible.

The three-metgb domain of rat liver metallothionein is simulated by meana plrely clas-
sical force field and a combined quantum-chemical/forde-&pproach. Different combinations
of zinc and cadmium (Z) Cd Zrnp and C@) contents are investigated. For the purely classical
simulations, the standard GROMOS96 [19] force-field patenseare used, and parameters are
estimated for cadmium. The results are compared to sinoukatvith the metal clusters described
by semi-empirical quantum chemistry (MNDO and MNDO/d), an@xperimental data.

1.3 Theory

1.3.1 Quantum Chemistry
Ab initio Quantum Chemistry

The state of a chemical system is quantum-mechanically etbfay a wave functio’ which
satisfies the (time-independent) Schrodinger Equation

HWY=EY (1.1)

where the Hamilton operator describes the system in a formal fashion, & the energy.
However, this equation cannot be solved but for the mostIeisystems such as the hydrogen
atom. Therefore, a commonly made simplification is the BOppenheimer approximation,
which separates the motions of the nuclei and the electiidns.is reasonable because the mass
of an electron is more than three orders of magnitude smialider the mass of a nucleus. Thus
the electrons are assumed to move in the field of the fixed ntioéekinetic energy of the nucleli

is neglected, and the nuclear repulsion is constant. Tha-B@penheimer Hamilton operator
7 BO for a molecular system witN electrons and/ nuclei reads

1 MMz7

N N
BO _ = 2 A
B0 = ZZD, Z;riA+Z;rij+ BZARAB (1.2)

with the distance between particlesor R and the nuclear charge&. Formally, the Born-
Oppenheimer approximation makes the electronic wave iflemctepend parametrically on the
nuclear positions, while it explicitly depends on the alecic coordinates. The electronic energy
only depends on the nuclear positions. This creates the-Bppenheimer surface, which is
essential for moving the nuclei by classical dynamics. ThenBOppenheimer approximation
also includes that the electrons instantaneously adapbtons of the nuclei, as happens during
the molecular dynamics simulations.

The next step in simplification concerns the interactiorwieen electrons. Instead of ex-
plicitly taking into account all instantaneous electropasitions, it is assumed that every single
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electron moves in the average field of all other electronsthimway, the electrons produce a
self-consistent field (SCF). It is described by the Harffeek (HF) equation [20]

fixi = €iXi, i=1.N (1.3)

wherei counts through alN electrons ang; is an orbital (a one-electron wave function) with
energyei. The Fock operator

f.__}DZ_Mé VSCF

i = . ; = +V; (1.4)

2 ria

where the first term on the right hand side represents thei&ieeergy of the electron, and the
second term represents the potential energy of the electtba field of the nucleil nuclei with
nuclear chargeZa). The sum of these two terms is referred to as core-Hamdtant he third
termv°CF represents the potential energy in the self-consistet éitthe other electrons. This
termv>“Fitself is dependent on the orbitats thus the Fock operatdr depends on its solutions
Xi- The basic idea of the Hartree-Fock method is to make aralrgtiess on the orbitalg,
from that calculate the fielé®“" and solve the Hartree-Fock equation for better orbitalsis Th
procedure is iterated until self-consistency is obtained.

Hartree-Fock Method To make the Hartree-Fock equation solvable on a computenita fi
basis is introduced to represent the orbitals. For closedl-systems, this yields the Roothaan
equation, a matrix equation

FC =SCe (1.5)

whereF is the Fock matrixC contains the expansion coefficients which build the orbitadm
the basis functionsS is the overlap matrix, and is a diagonal matrix containing the orbital
energies. The Roothaan equation can computationally edbly matrix manipulations.

Often the density matriR is calculated from the expansion coefficients

N/2
|

In conjunction with the basis set, the density matrix cortgdjespecifies the electron density in
the molecule. The overlap matr&has the following elements:

Sw = [ SN du(r)ar (1.7)

whered are the basis functions. As the basis functions are normaliprthogonal, the overlap
matrix is not the identity matrix. The Fock matriis the matrix representation of the Fock
operator and has the following elements:

Fin = HE* 55 Pao | (100) = (1ov) (18)

with the core-Hamiltonian matrix

ige= [ 040 (—50F) evmar + [o50 (—ﬁ?f—’;ﬂ) dundr (19
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where the first term are the kinetic energy integrals, andséoend term represent the nuclear
attraction integrals. The core-Hamiltonian is also catleglone-electron part of the Fock matrix.
The sum in Equation 1.8 is the expression for the self-ctersidield and is called the two-
electron part. The expressioi/|Aco) are short-hand notations for the two-electron integrals

(o) = [ [ 01 0u(r) 1 83(72) dolr2) dracr (1.10)

where the symbolg, v, A ando denote basis functions. Computation of these two-electron
integrals makes up the major part, because of their largedorunBecause the two-electron part
depends on the density matrix, it has to be recalculatedenyateration step. In contrast, the
core-Hamiltonian is constant and has to be calculated adrite &eginning.

The most important quantity for performing molecular dymesmon a quantum-chemical
potential energy surface, is the molecular end£f§ and its gradients, which correspond to the
forces needed for propagating the nuclei in a classical Wag.Hartree-Fock energy is given by

YAVA:)

1
HF _ 5 S > R (Hy+ F“VH;BZA g (1.11)
TRV >

where the first term is the electronic energy and the secondrepresents the nuclear repulsion
energy. The gradient of the Hartree-Fock energy with ragpecnuclear coordinadé reads [21]

i 9 0 nuclear
aE ZZ W HW ZZZZZPWPAOM_ZZ pv (.i(w aVaXI (1.12)

where(pA||vo) is an abbreviated notation for the antisymmetrised twotede integrals

(WA[[vo) = (UA[vo) — (WA |ov) (1.13)

andW is an energy-weighted density matrix

Wiy = 5 &CiCui (1.14)
|

The Hartree-Fock method gives the lowest-energy singleraenantal result for the elec-
tronic ground state in the given basis set. However, thenagBon of an average field of the
electron neglects correlation between the electrons. &eult may be inaccurate. The Hartree-
Fock method is a good starting point for either refined meshvalich yield more accurate results
at the cost of increased computational effort, or for monepdification in order to reduce the
computational expense.

Configuration Interaction The basic concept of the configuration interaction (Cl) rodtls
similar to that of the Hartree-Fock method. The major défese is that instead of an orbital
basis, arN-electron basis is employed. It takes advantage of thetiatthe exact wave function
Y can be expanded in a basis of all possi¥telectron Slater determinanis which in turn are
formed from a set of orbitalg.

The principal procedure is as follows. A Hartree-Fock chttan is performed. From the
resulting determinant, thi-electron basis is constructed by “exciting” the determtna all
possible ways. Here, exciting means promoting electrams foccupied to virtual orbitals. If
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only one electron is moved, then singly excited determman¢ obtained, if two electrons are
promoted, then doubly excited determinants result, anchsd@be Hamilton matrix is set up in
the basis of these determinants. The matrix is diagonalsetain the eigenvalues (energies)
and eigenfunctions (wave functions). Thus, by solving thediation, we obtain as a result not
only the ground state, but all electronic states togeth#r thieir energies!

However, this procedure is not feasible in practice becthiseomplete basis is enormously
large. For example, in the case of stilbene which is caledl&dter, there are 96 electrons to be
distributed among 150 basis functions (with the relatighall basis set 6-31G). The number of
all possible distributions is given by the binom(ég%o), which results in a Cl matrix larger than
10* x 10" One is clearly forced to restrict oneself to a small setectf excitations, based
on the goal of the calculations. For example, for the catauieof electronically excited states,
the singly excited determinants are most important, so thrdge enter the basis (configuration
interaction with single excitations, CIS). To reduce thsibatill further, the lowest-lying elec-
trons are not excited (frozen core), and the highest-lyingal orbitals are not occupied. In the
case of stilbene as it was actually calculated, the actimelow ranged from orbitals 27 through
80, which includes 22 occupied and 32 virtual orbitals. Tnes an affordable basis set size of
704 configurations.

Calculation of Electronically Excited States The calculation of electronically excited states
is described in detail by Foresmah al.[22]. Here it is sufficient to recall the most important
results. It is stated that configuration interaction withgse excitations (CIS) is an adequate
approximation for the calculation of excited states, at thordable computational effort. The
quality of a CIS calculation of the first excited state is camgble to that of a ground state at the
HF level. The wave functio®®'S is expanded into singly excited Slater determinapswith
the expansion coefficients,

WeIs — z Z diaLpia (1-15)

where the indexruns over the occupied molecular orbitals, andns over the virtual molecular
orbitals. The molecular energy is given by

E=E"+5 Y di(ea—e)->5 Y %diadjb(ja| lib) (1.16)

I

where thee denote the energies of the molecular orbitals, and indie@sl j run over occupied
molecular orbitals, and indicesandb stand for virtual molecular orbitals. The forces on the
nuclei are determined by the derivative of the energy,

aECIS cis HV |)\0 msasuv OVhuclear

oMy
ZZZZFMG +ZZPS¢S e +ZZWW e (2.47)

wherel ©'S is the two-particle CIS density matrif®'s is the CIS density matrix; is the one-
electron core-Hamiltonian matrixV's is an energy-weighted density matri&;s the overlap
matrix, and the last term is the derivative of the nucleaulgpn energy.
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Semi-Empirical Quantum Chemistry

“Die numerische Quantenchemie ist eiromigreich rasslicher
Abkiirzungen.” Hans Primas

The semi-empirical methods are an attempt to reduce the w@atnpnal effort of the Hartree-
Fock method. The following steps are usually taken:

e Reduction of the basis set. Only the valence shells are @ttpltreated, and the inner
shells are described by a so-called semi-empirical atom. déwr the valence electrons, a
minimal basis set is used.

¢ Neglect of differential overlap, meaning the basis funtsiolo not overlap under certain
circumstances: Many of the cumbersome two-electron iate@re neglected. The exact
definition depends on the semi-empirical model and will kegiater.

¢ Replacement of remaining integrals by simple parametkfiggctions. A sensible param-
eterisation should compensate for the simplifications ntediere.

MNDO The MNDO method is one of the most successful and most useidesapirical meth-
ods. The abbreviation MNDO stands for “modified neglect ataiinic overlap” and belongs to
the NDDO family of semi-empirical methods (“neglect of diatic differential overlap”). This
family neglects the overlap of basis functiong they belong to different atoms. Formally,

XOX5 = XPXF oas (1.18)
with the Kronecker deltdag. The Roothaan-Hall equation takes the form [23]
> (Fw — Eidw)Cui =0 (1.19)

\Y

The expression for the electronic energy looks the samerdbddartree-Fock method (Equa-
tion 1.11), but the elements for the core-Hamiltonian arelRbck matrix are different, as the
integrals are replaced by parameterised functions. Theeauepulsion is replaced by the re-
pulsion between semi-empirical cores

ViR® = ZpZg (Sasa/sese) [1+ exp(—aaRag) + exp(—agRap)] (1.20)

where the ternfsasa|szsg) shows that the core-core interaction is modeled as infereloetween
s orbitals, and tha are examples of semi-empirical parameters. There are \gvémsadjustable
parameters per element, which are optimized ualmgitio and experimental data.

MNDO/d For heavier elements, the MNDO standard basis of s and patshig not sufficient.
Therefore, d orbitals are included [24] for third-row elertse(sodium and heavier elements).
This leads to a significant improvementin the descriptiomofecules containing these elements.
It was found that some metals still perform well with an sp9EES], but need reparameterisation
for the balance with elements with an spd basis. Thus for pl@sodium, magnesium, zinc,
cadmium and mercury are retained with an sp basis. For elsméth an spd basis, such as
aluminum, silicon, phosphorus, sulphur and the halog&es;dre-core repulsion reads

EAB® = ZaZs ! [1+ exp(—aaRag) + exp(—0gRas)] (1.21)

\/Rea+ (pa-+pa)?
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with the additional adjustable parametersin total, there are 14 adjustable parameters for an
element with an spd basis to be optimised.

1.3.2 Classical Molecular Dynamics
Newton’s Equations of Motion

The aim of molecular dynamics (MD) is to simulate the evantin time of a molecular system.
In order to do so, Newton’s equation of motion is integrated,

L

v %

a_zi_mdtZ

= (1.22)
whereF; is the force acting on atom which has positiorx; and massn;, andV is the potential
energy of the system. The integration is accomplished bgrelisation of the time into time
steps, which are usually in the range of a femtosecond. Tdese several algorithms for inte-

grating Newton’s equation of motion [26], of which the lefapg algorithm is widely used. The
general scheme works as follows.

1. Calculate the potential energy of the system’s configamatnd its gradient, corresponding
to the forces acting on the atoms.

2. Using the forces, accelerate the atoms to obtain thedciteds at the next half-time step.

3. Using these velocities, displace the atoms to obtaim ffwaitions at the next time step.

4. Proceed with step 1.

The potential energy is usually determined by a force field,itv principle any differentiable
function of the system’s configuration can serve as a paikeeriergy function.

Force Field Basics

A force field is used to describe the interactions in a chehsgatem in terms of classical,
empirical, parameterised interactions. These interasto@an be grouped into three categories.

e Coulomb interaction between the partial chargeg andgg on the atom# andB at the
distanceRag

ECoqumb: 1 M

4TEoe1 Ras

This interaction takes account of interactions betweenggthspecies, dipoles and higher
multipoles. The corresponding force-field parametersteggtrtial chargega.

(1.23)

¢ Lennard-Jones interaction(also called van-der-Waals interaction), an empiricaéptal
energy function between the atorsindB

twelve SiX
E,IE:I]B _ CAB . CAB
o 12
RAB RgB

with  CREM = VCRreVevChee,  CRy = \CR g™ (1.25)

(1.24)
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where, sloppily speaking, the pairwise param@gg"e specifies the repulsion at small
interatomic distanceRag due to electron shell overlap, a "é determines the attrac-
tion at intermediate distances due to instantaneous dipdlection in the electron shell.
In the force field, the parameters are generally specifiechiatam-wise fashion by the
parametersCy'Ve andvC3>.

The two aforementioned interactions are collectively mef@g to as non-bonded interac-
tions. For simplicity and reduction of computational effdhese interactions are generally
neglected for atom pairs that are more than a certain culisfince apart. For compu-
tational efficiency, a pair-list is established containpagrs within the cutoff distance, for

which the non-bonded forces have to be calculated.

e Bonded interactions, namely for chemical bonds, bond angles, improper dihedtals
handle planar or chiral atoms) and torsional angles. Thetszactions are empirical
functions which usually contain an ideal value plus a forgestant which specifies how
strongly the ideal value is enforced. The set of all bondéeractions defines the connec-
tivity of a molecule.

The set of all atomic parametegs, VCi*ee andvC3* together will all bonded interactions defines
how a molecular system, and its environment, interact withntselves and each other. It is
referred to as molecular topology.

The development of a force field is rather tedious. The paterm@re sometimes guessed
based on chemical intuition, derived from extensive quawmthhemical calculations, and care-
fully fine-tuned and optimized to yield bulk condensed-gha®perties known from experiment.

A force field naturally has its limitations. For example fasmal framework prevents it from
describing phenomena which involve chemical bond fornmagiod cleavage, or large and vary-
ing polarisation. It is difficult to describe complex bongdisituations as occur in transition-metal
complexes, in which variable oxidation states and coottinaaumbers can occur. Sometimes,
appropriate experimental data to parameterise againatksnlg for a system of interest. This
happens for instance for short-lived species such as ebsiiates.

1.3.3 Combining Quantum Chemistry and Classical MoleculaDynamics
Embedding a Quantum-Chemical System into a Classical Envanment

The situation of a combined system based on quantum chgraisdra force field, as depicted in
Figure 1.1, can be described in a formal and superficial way by

H — HFF 1 47 QC | 44QCIFF (1.26)

with the plain HamiltoniarH™F denoting that this part is treated classically, the cadldnic
Hamiltonian# € indicates a part treated by quantum-chemistry, and thestrilex character of
the coupling Hamiltoniam *“FF demonstrates that it is not yet clear which method is used for
the coupling. This will be made clear in the following paragjns.

A Simple Model Let us consider a quantum-chemical molecule, the soluclassical non-
polar solvent. The Born-Oppenheimer potential energyaserfof the solute is described by
guantum chemistry as if it were in the gas phase, and theefectvave function is not perturbed
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by the solvent. The solvent mainly provides friction to nooiar motions. The explicit solvent
allows for dynamic solvent effects, which will prove impamt in a later application (Chapter 4).

All intra-solute interactions are covered by quantum cls#mi The solvent-solvent inter-
actions are treated by the force field, as are the solventesaiteractions. For this reason,
Lennard-Jones spheres are assigned to the quantum atondgiri@inhibit overlap of the clas-
sical and the quantum-chemical atoms. For simplicity, teerlard-Jones parameters are directly
taken from the corresponding atoms of the force field. Thix@dure may be inappropriate if
the character of a quantum-chemical atom changes dragticaing the simulation, for example
when bonds are formed or cleaved; or for electronicallytexicstates of small molecules if the
excited electron occupies a very extended orbital. Howewmsth effects are considered to be of
minor importance in the applications reported later.

The model can formally be described as

H =Hg; HLJIute—soIvent_’_ }[iQC (1.27)

solvent—solvent_’_ so ntra-solute

The intra-solute forces acting on the quantum-chemicahatare obtained by Equation 1.12 and
added to the forces originating from the force field. This eldths been used for simulating the
photoisomerisation of stilbene in non-polar solution (Qtesas 2, 3 and 4).

Polarising the Quantum-Chemical System If the solvent is polar, then the assumption of
the solute’s wave function being unperturbed is no longédvalhe solvent's partial charges
influence the solute’s electron density. This effect cannotuded into the quantum-chemical
calculation by means of so-called background charges. ®heept is simple. Recall the core-
Hamiltonian (Equation 1.9) described in Section 1.3.1. $eeond term contains the nuclear
charges, which determine the electric field in which theteteérs move. Here, the background
charges can be inserted in the same way as the nuclear ch@tgebackground charges differ
from the nuclear charges insofar that they are mostly foael, and that they do not possess basis
functions. So the electrons will still gather around thd regclei, but the wave function is po-
larised by the background charges. The forces acting onutleiras well as on the background
charges are added to the classical forces. There are nacalaSsulomb interactions between
the classical and the quantum-chemical part.

Thus the Hamiltonian of this model reads

H = HE, |_|I_Jlute-solvent_*_ y—[ch + g_[QC—Coulomb (1.28)

solvent-solvent‘l' o] ntra-solute solute-solvent

Similar to the non-bonded forces in the force field, only jartharges within the cutoff
distance to any quantum atoms are included in the quantwmicl calculation. These atoms
are called the neighbour atoms. In a molecular dynamicslation, the interface atoms change
with time. So there has to be a mechanism which dynamicalibdwp a list of neighbour
atoms. This is relatively easily implemented by scannimgulgh the non-bonded pair-list. This
model has been used for the simulation of metallothionelafer 5).

Split Quantum-Classical Molecules

If a large solute such as a protein is to be studied, then ibigossible to include the whole
solute in the quantum-chemical calculations, due to theprdational expense. It is necessary
to split the solute into a classical and a quantum-chemiagl pAbandoning the clear separa-
tion between the quantum-chemical solute and the classibant has two major implications.
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Firstly, because the boundary between quantum and clépsait@goes through a chemical bond,
the quantum part is not a complete molecule any more, it ha® slangling bonds. Therefore,
a commonly used approach is to attach additional atoms,lyrfogirogen, to saturate the dan-
gling bonds. These auxiliary atoms are called link atomso8dly, atoms which are bonded
across the boundary lie so close to each other that they babve excluded from the normal
cross-boundary interaction, similar to the exclusion st #nd second bond neighbours from the
non-bonded interactions in a force-field [19].

Quantum Topology For a purely classical simulation, all classical interaics that occur in
the system are listed in the classical molecular topoldgiowever, part of the system is treated
guantum-chemically, the interactions covered by quanthemistry have to be removed, or the
corresponding interaction has to be explicitly excludeat. #xample, no classical Lennard-Jones
interactions should occur between any two quantum atomsll$oantum atoms are mutually
excluded by putting them into the exclusions list. Morepteere should not be any classical
electrostatic interaction between a quantum atom and amsr @tom. So all quantum atoms
have their partial charge set to zero. Also, when considenhich bonded force-field terms
should be treated, it is easiest to think of the system fulgsical first, from which part of
the classical interactions are removed and replaced byuletgm-chemical description. The
resulting topology is then called a quantum topology.

Saturation of the Quantum-Chemical System For ease of description, let us introduce the
following nomenclature (Figure 1.5): The quantum-cherrad@m which is bonded to a classical
atom is called join atond, its classical bond partner is called connect atdpand the link atom
between the two is designated The neighbouring atoms on the quantum side are labeled with
Q1, Q2 and so forth, the bonded atom on the classical side are hbigléN, and so on.

Quantum Part Classical Part

Figure 1.5: Nomenclature used in the description of the link atom apgihes.

Link Atoms In the widely used concept of link atoms [2], auxiliary hydem atoms are
added to the quantum-chemical part to saturate bonds atresgiantum-classical boundary.
The link atoms do not have any other interactions, meanieg lave no Lennard-Jones sphere
so they will not interact with the classical part. The linkmitis therefore floating around freely.
The bond situation is achieved by classical force field tetrasspan over the boundary. Specif-
ically, there is a force-field bond between the connect atodhthe join atom. In this approach,
generally all bonded interactions involving exclusiveblagtum atoms have to be removed from
the classical topology. However, all bonded interactidnm)d, bond angles and torsion angles,
that involve both the join atom and the connect atom, areddday classical force-field terms. A
list of force-field interactions required in this traditedink-atom approach is given in Table 1.1.

The fundamental problem about this link atom approach issjarious atoms are introduced
into the simulation, thus introducing unphysical degrefdssdom.
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Link Atom Classical Force-Field Terms
Approach Bonds | Bond Angles | Torsion angles
Traditional J-C,C—Njp, N;—N» | Q1-J-C, J-C—N;, | Q>0Q;-J-C, Q1—JC—N;y,
C—N1—N> J-C-N1—-N>
Bond-Constrained C—N1, N7—N» J-C—N1, C-N1—N> | Q1—J-C—N1, I-C—N1—N>

Table 1.1: List of force-field terms near the quantum-classical bougpdaat have to be included
in either link atom approach.

Bond-Constrained Link Atoms The above-mentioned problem can be avoided if bond-
constrained link atoms are employed. In this approach, ithedtom is placed between the
join atom and the connect atom in every time step. The exaettitn of the link aton¥_ is
determined by a constant ras@f atom distances

X =X3+s(Xc — %) (2.29)

whereXj andXc are the positions of the join atom and the connect atom réspBc The ratio
sis chosen such as to reflect the ratio between the J-L and &nh@astl bonds lengths. For
example, if the quantum-classical boundary crosses a gadaobon bond (0.154 nm), which is
replaced by a carbon—-hydrogen bond (0.107 nm) [27] in thatgua-chemical calculation, then
the ratiosis 0.695. A very similar approach is known as the scaled pwosiink atom method
(SPLAM) [28].

So the link atom does not move freely. In fact, it does not et as atom which is
propagated in time. Instead, the forces acting on it areiliged onto the join atom and the
connect atom, in such a way that the total force and the totgle is conserved.

Fi = F+(1-9R (1.30)
El — Forsh (1.31)

This procedure gives the bond across the boundary quantaraatbr, as the bond charac-
teristics from the join atom to the link atom is transferredhe bond with the connect atom.
Consequently, no classical bond force-field term is usecseiibe the bond across the bound-
ary. However, this bond may not be very accurately describbt does not matter much, since
the focus of interest is usually at the center of the quanthemical core, not at its boundary.
Fewer force-field terms across the boundary are neededsthkisg fuller use of the quantum-
chemical calculations. In general, all bonded force-fieluns that involve any quantum atom,
are removed from the fully classical topology, except ifntalves the join atom, the connect
atom plus at least one additional classical atom. Table ivdsa list of force-field terms still
required.

It should be mentioned that the bond-constrained link atppr@ach is compatible to a new
development called adjusted connection atom (ACA) [29].isTdpproach employs a special
semi-empirical parameterisation for an atom that mimicara@n atom, but is monovalent. Such
an artificial atom is then used as a link atom, which is at timeesame the connect atom. This
corresponds to a bond length rasiequal to unity.

It has been argued that the traditional link atom approachsuperior to other methods using
fixed link atoms for energy minimisation [4]. However, thdfeliences to fixed link atoms was
found to be small [29]. In a molecular dynamics simulatiaghs,unwanted artificial increase of
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the degrees of freedom is more important. Moreover, theepiesof moving artificial link atoms
affects the kinetic energy. This is why the constrained Bbdm scheme has been used in the
application reported in Chapter 5.

Directly Bonded Atoms Covalently bonded atoms are normally too close to each oswer
any non-bonded interaction, either Lennard-Jones orrekgettic, would be much too strong.
In fact, due to the chemical bond present, these interex@oa physically absent. So bonded
atoms (first neighbours) are usually excluded from non-kdridteractions. The same applies
for atoms connected by two bonds. An exception is the chdrbmad with a predominant
electrostatic character, as present in the binding of noatabns to negatively charged species.
Such a situation is often modeled by the balance betweertttiaetase electrostatic interaction,
and the repulsive part of the Lennard-Jones interactionweer, it is sometimes difficult to
reproduce such a situation, and auxiliary bonded forcd-feims can be used in addition to the
non-bonded interactions.

Neglect Conventions Similar to first and second neighbours being excluded from- no
bonded interactions, these exclusions are retained if @culd crosses the quantum-classical
boundary. For the Lennard-Jones interaction, which iddrtkalassically across the boundary,
the following three atom pairs are excluded (see Figure U5, J-N1, Q1—C. If a quantum
topology is derived from a classical topology, the requiegdlusions are already present, so no
changes are necessary.

As there is no classical electrostatic interaction acrbsshioundary, there is no need to
change the topology in this respect. However, the problemifests itself by the background
charges that enter the quantum-chemical calculation. dipethe link atom and the back-
ground charge from the connect atom would lie very close atspthus introducing an unac-
ceptably large distortion. So the partial charge on the eonhatom is neglected. Any other
partial charges are included. A comparison of differentans for treating shortest-range charge
interaction is presented by Antes [29]. The differencesatteer small for the present embedding
models and for semi-empirical wave functions.

It should be stressed that the boundary model cannot replaeasible choice of the bound-
ary. For example, the boundary should not cut a dipolar bafdch would make the dipole
disappear. There should neither be a dipole in a bond bettmeoonnect and thl; atom,
which would leave a monopole after neglecting the chargenercbnnect atom. It is certainly
good advice to place the boundary in a region of unchargedeakly charged atoms. Multiple
bonds should never be split, as the link atom approach cawrount for such special bonding
situations.



Chapter 2

Molecular Dynamics Simulation with an ab
Initio Potential Energy Function and Finite
Element Interpolation: Method and
Validation

2.1 Abstract

An interpolation scheme for potential energy surfaceses@nted. It employs a regular grid and
finite element interpolation. The aim is the reduction of¢cbhenputational expense for molecular
dynamics simulation with a quantum chemical potential gnéunction. The methods used are
described in detail. The feasibility is demonstrated arfitgiehcy and accuracy are evaluated
for the photoisomerisation afs-stilbene in supercritical argon, using ah initio configuration
interaction treatment for the first electronically excitadte of the stilbene molecule and classi-
cal force fields for the solvent-solute interactions (quamimechanical / molecular mechanical
molecular dynamics). The number of required quantum charaaculations of energy and gra-
dients was substantially reduced compared to a simulatibmsing the interpolation scheme.
On the other hand, the impact on the accuracy is insignificant

2.2 Introduction

The photoisomerisation of stilbene (1,2-diphenyl eth&mgyre 2.2) continues to attract interest
from both experimentalists and theoreticians. The reaaliynamics of the isolated molecule
is reasonably well understood [30, 31], but the shape of ttergial energy surface of the first
excited state is uncertain. While the isomerisation from dis conformation to thegauche
minimum seems to be a barrierless process [32], a barriepmfoaimately 14.5 kJ/mol for
thetransto-gaucheprocess is considered to be experimentally evident (sdeaf80references
therein).

The situation in solution is more complex. The reaction heanhbinvestigated by femtosec-
ond pump-probe absorption spectroscopy and fluorescemnay deeasurements under various
conditions in many different solvents [13—-15, 33—38]. Ehare two major additional effects for
the reaction in solution: a solvent-induced modificatiorthed potential energy surface, and a

33
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viscous reduction of the flux due to mechanical friction. Jéneffects are described by different
theoretical models, but are hard to separate in experinteuns, a verification of the theory is
difficult.

In most cases, an exponential decay of the reactant’s ctratien is observed. This finding
is usually attributed to the presence of an energy barrieiciwcreates a bottleneck in the reaction
pathway. In particular, an exponential decay is observéudiphotoisomerisation afs-stilbene.
There is, however, no temperature dependence of the reaetie except that caused by the
viscosity of the solvent, which suggests a barrierless gg®c This contradictory situation is
interpreted as the consequence of a small energy barrigrHbdvever, Schroedest al. report
experiments [36] in which the barrier vanished, but the olestdecay remained exponential.

Recently, several empirical force-field based models ofiteeexcited state of stilbene and
molecular dynamics (MD) simulations thereof were presgf38—42]. However, these models
suffer from the deficiency that they are explicitly adjustedeproduce the experimental findings,
and thus have no predictive and little explanatory power.

We describe the potential energy surface of the reactingiepéstilbene) in an unbiased
way by quantum chemistry, using a combined quantum/clalseiodel [2, 6]: The isomeris-
ing molecule (solute) is described usial initio quantum chemistry (accurate, but expensive),
while the solvent and the solvent-solute interaction ardefied purely by a classical force field
(more approximate and cheaper). In order to reduce the catimoal expense of the quantum
chemistry calculations, we recently developed an intaeparh scheme for the potential energy
surface of the reacting solute [43], which employs finitevetat interpolation. We now use an
extension of it, which allows a greatly enhanced efficienayh\& minor loss in accuracy. This
chapter describes the new method. We use the photoisotn@nisécis-stilbene to demonstrate
the feasibility of conducting molecular dynamics simwatwith anab initio potential energy
surface for electronically excited states, for which diealsforce fields are notoriously difficult
to parametrise. We report first results of the simulatiorhefpgthotoisomerisation @is-stilbene
in supercritical argon. The side reaction, the photocgtls that leads to dihydrophenanthrene,
is not considered.

2.3 Methods

In this section, we describe the methods that we use for teepolation of the potential energy
surface of the isomerising molecule. Although for the pn¢esxample of stilbene, the potential
energy surface is reduced to three dimensions, we took lcarall of the methodology is easily
generalisable to multiple dimensions. However, all teats @plications have been carried out
in three dimensions so far. Some formulae are given in thireergsions for clarity, according to
the current application.

For ease of description, the system is split into two palts,dolute and the solvent. The
solute consists of the stilbene molecule and is describeabhipitio quantum chemistry. The
argon atoms are the solvent. Both solvent-solute and sbiawent interactions are treated by
classical force fields.

2.3.1 An Analog

Let us think of a large art museum with many rooms and manytipgis, and with signposts
that guide through the exhibition. Light bulbs are presaravery corner of the rooms, in such
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a way that a single bulb can shine in all the rooms that shaetiiner. Moreover, every room
is equipped with a motion sensor that lights all the bulbdéarboom as soon as someone enters
the room. Once a bulb is lit, it is never extinguished. At tiegibning, all rooms are dark.

Let us then think of an art connoisseur who visits the museimy.room she enters will be
fully illuminated because of the motion sensors. As she ead the signposts, she will be led
to the rooms which exhibit art that interests her, and avoairs with paintings that she does
not like. Very likely, the art lover will come back to the imésting rooms which are already
illuminated, and will stay most of the time in these rooms, ldter, a second visitor with a
similar art gusto enters the museum, he will find the majasityhe interesting rooms already
illuminated.

Let us now transform this picture to the interpolation scherithe rooms of the museum
are the finite elements that cover the conformation space.light bulbs are the vertices, and
the lighting of a bulb corresponds to the quantum chemidaléation. Note that, as the visitor
(molecular system) enters an adjacent room, due to theadpetiting design, some bulbs are
already burning, and only a few will light up additionallyh&@ quality of the paintings is related
to the energy. The signposts are the energy gradients whash the way to the more interesting
paintings. These low energy regions will be frequentlytedj in contrast to the dull paintings
(high energy) which will not be visited at all and will not deiminated (not calculated).

2.3.2 Finite Element Interpolation for Molecular Dynamics Simulations

The molecule of interest is highly constrained and the ramgidegrees of freedom span the
conformation space in which the interpolation takes plécehe case of stilbene, all degrees of
freedom are frozen except the central ethylenic torsiotesangd the two adjacent phenyl torsion
angles. For all conformations, energy and energy gradieat forces) are calculated as needed
for the MD, and stored for later use. These so-calledicesthen define the finite elements.
Within an element, the potential energy surface is apprasech by an interpolation polynomial,
which is derived from information at the vertices.

In our original method of finite element interpolation of thetential energy surface [43],
we used the points of the MD trajectory as vertices in thedialement mesh. An element was
formed if enough vertices lied closer than a given maximugeel@éngth from each other and
fulfilled a set of other conditions. The maximum element elbygth is the basic parameter
which determines accuracy and efficiency of the interpohatnethod. It turned out that the
elements may be rather large but still allow an accuratepotation. The element’'s maximum
edge length can be made much greater than the distance iorg@tion space between two
subsequent time steps. Hence, it is advantageous to plaamgedlement just in the region
where the trajectory presumably will evolve in the next stegnd then interpolate these steps.
A simple implementation of this concept uses a predefinednduprecalculated, grid which is
built up from elements of exactly the size by which the desaecuracy is achieved. The energy
at the vertices and its gradient is calculated as neededelpaas soon as the trajectory steps
into a new element. This approach takes advantage of théh@ictnany simulation steps take
place within the same element, which are covered by a fewtgoachemical calculations and
interpolations at every step. As the vertices are sharedshgrseveral elements, only few (usually
one) additional vertices have to be calculated to cover é&xt ecouple of MD steps. Moreover,
no computer time will be spent to regions of high energy tmatreot visited by the molecular
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system. As the information at the vertices is permanentiyest, additional trajectories can profit
from the prior simulations.

We investigated the performance of this method with the sesesystem as before [43].
Comparing the largest energy difference between calaitatd interpolated value that occurred
during the simulation (as a measure of accuracy), the iatatipn per calculation ratio (as a
measure of efficiency) was increased by a factor of about3.044. Moreover, the handling of
the finite elements becomes simpler, faster and requirsstesge.

2.3.3 Algorithm Outline

Formally, the procedure can be described as follows.

1. Choose which solute degrees of freedom of the molecukdesyto freeze, which to let
evolve freely, and choose the maximum size of the elemelms nlimber of active degrees
of freedom defines the dimensionality of the interpolatiod.g

2. Define the regular grid, without calculating any vertek ye
3. Determine in which element the actual trajectory poes.li

4. Calculate those vertices of the element which are notryaivk. Store this information for
later use.

5. Interpolate energy and forces of the trajectory pointfioformation at the vertices.
6. Calculate the additional classical forces for the sdlven

7. Propagate the system by an MD time step, taking into ad¢beronstraints for the frozen
degrees of freedom, where necessary.

8. Proceed to step 3.

Thus, in the very first step of our three-dimensional exartgahe using simplicial elements),
four vertices have to be calculated. Provided the elementish larger than the distance moved
in a time step, the next few steps still lie in the same eleraedtno additional quantum calcula-
tions are required. If the trajectory crosses the boundbay @lement, one further vertex needs
to be calculated, the three other vertices are shared vétfirdt element. The next few trajectory
points will then lie in the second element and no more quartaltulations are needed to in-
terpolate the energy and forces for them. If many steps tkcepvithin the same element, this
procedure will be very efficient. Needless to say, that teeneints can be reused if the molecule
returns to the same region in conformational space agaiicjwbas the basic idea for the inter-
polation. The same applies if a later trajectory followsraikdr path as a previous one, or if the
system is simulated under different conditions, such dsreifiit temperature, pressure, or type
of solvent.
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2.3.4 The Regular Grid

The regular grid is organised as follows. First, the confaion space is divided into equally

sized orthorhombic subunits, which we clhticks The size of the bricks must be specified for
every dimension of the conformation space, and basicatraenes efficiency and accuracy of
the method. Larger bricks allow increased efficiency, batlass accurate. If the conformation
space only consists of dimensions of equal type, e. g. threshl angles, then the bricks are
chosen to be cubic and their size is determined by one sirglmeter, the maximum element
edge length™ which is the space diagonal of a brick. So the brick dd@é is given by

|brick: ImaX/\/ﬁ (21)

wheren is the dimensionality of the conformation space. Everylbrscthen divided further
into simplicial elements. The condition is that the trialagion of the entire conformation space
is assured. If the bricks are translationally replicatedvary dimension, then this condition is
fulfilled if the element edges are parallel on opposite faufehe brick. One possible solution
for the three-dimensional case, the one we used, is showigume=2.1.

Figure 2.1: Example of six simplicial elements forming a cubic brick.

The interpolation actually takes place in the so-caiteabter brick This is a special virtual
brick of the same size as in the grid, but translated to haeeobiits corners at the origin. The
finite elements in the master brick may be characterised g®@wfunctior=sY which gives the
coordinates of all the verticasof the elemens. For example, the characterisation of the element
shown in the upper right corner in Figure 2.1 reads

és,l — (0 0 |§rick) 2572 — (|EriCk 0 |t§rick) (2_2)
ES,S _ (0 |t23rick |t§rick) 2574 _ (|EriCk |3rick 0)
The numbering of the elements and the vertices is arbitr@he bricks are then periodically
replicated to cover the entire conformation space.
In the present implementation, a finite “active region” o# ¢tonformation space has to be
selected in which the vertices are collected and the intatipos can take place. If non-bounded
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coordinates are used for the interpolation, such as borgtHena finite sub-space has to be
used. This should not give rise to problems, as bond lengthmally will not extend over a
very wide range. However, making the active region muchelatigan actually required does not
result in increased costs, since the expensive calcutadomonly carried out if the information
is needed during the simulation. For convenience, the sampémentation is also used for
periodic coordinates such as the dihedral angles. It isredghat the active region covers one
full period of the coordinates. The restriction to a prededimctive region in not of principal
nature. With little extra book-keeping one can also impletra active region that expands as
needed, thereby allowing also the treatment of truly nonAded coordinates.

Because of the regularity of the grid it is quick and easy tiewheine the brick containing
a newly found point, and to find the corresponding positi&nin the master brick. Once the
appropriate brick is found, the element that contains thetp®easily determined, by comparing
the mapped positioﬁi of the point to the element’s faces, which are describedHerresent
case (see Figure 2.1) by the four planes

r rs

|brick |brick =1
1 3
r2 ra
|brick+|brick =1
2 3
r r2 ra
|brick+|brick+|brick =1
1 2 3
I ) ra
= 2 (2.3)

|brick + |brick + |brick
1 2 3

In more than three dimensions, these equations may look coonlicated. However, the gen-
eral scheme described in [43] can be applied in any case.

The indiced*"** of the required vertices are obtained by adding the cootetinaf the ver-
tices in the master brick to the index of the bri¢ke

|ivertexv — |ibr|ck_'_ E?’V/hbmk (2_4)

The energy and gradients at the vertices are looked up inle &alol plugged into the vertices
of the element in the brick. If the required data is not yeilate, it is calculated by quantum
chemistry.

It should be noted that, at extra implementation effort,régaular grid could be given up in
favour of an adaptive scheme allowing the partitioning otks into 2' sub-bricks and so on
(sometimes called oct-tree) if at a certain place a higheuracy is required. However, some
special kind of bricks is needed to interface between brafldifferent subdivision for the sake
of a correct finite element triangulation.

2.3.5 The Interpolation

In the current implementation, we employ a quadratic irgkon polynomial, which reads in
the case of three dimensions

P(F) = Cy+r1Co+r2C3+r2C4 4 r3Cs +r1rsCe + raCy+r3Cg+rirsCo+rarsCio  (2.5)

where ther; are the coordinates in the conformation space, an€th@roughC,g are ten un-
known coefficients that are determined by the interpolapimctedure. Using this quadratic in-
terpolation polynomial, it is convenient to use the enexgiethe vertices and additionally the
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energies at every mid-point of the edges of the element. Tbkegeesk,, of the mid-points are
interpolated between vertex positiogsand gj by a third-order polynomial, using the energies

Ei andE; and directional derivativeé%—%) ; and (g%) N along the edg@ = fi — Bj

EmZ%((i%)ﬁj—@—E)ﬁ) ﬁi—rji+%(Ei+Ej) (2.6)

By this procedure we obtain ten energy values (four from #&réices directly, and six from the
mid-points), from which the ten unknown coefficients of Egoia 2.5 can be calculated. The
vertices and the mid-points are collectively referred ton@sh points.

Note that the use of a quadratic interpolation polynomiarguatees the continuity of energy
over the element boundaries, whereas the gradients magbentinuous, which is unphysical.
However, if the potential energy surface is well-behavetithe elements are not too large, then
the discontinuities will be small. Indeed, our previousist{# 3] demonstrated that the energetics
and dynamics are not affected by this effect, except for marn element lengths greater than
0.6 rad.

The interpolation of the potential energy surface and iglgmt follows common finite el-
ement practice. The element in which the interpolationggkace, is transformed into the so-
calledmaster elementEnergy and gradients are then interpolated by the aghape functions
and the result is transformed back to the original positiorthe rest of the subsection, a more
elaborate description of this process is given.

The master element is a special virtual element, which hasttigin and unity on every axis
as vertices. Any irregular (triclinic) finite element cantbensformed into the master element by
a coordinate transform. The transformation of the p@jrgubjected to interpolation is achieved
by the matrix operation

F=M"*(B— o) (2.7)
with the transformation matrikl defined by the translated vertices of the triclinic element
M= ( (P~ Po) (P2—Po) (P3—Po) ) (2.8)

where thepp to p3 are the positions of the vertices of the finite element. Thatgothen has
the same relative position in the master element as the pohds in the actual element. As the
energies are invariant under coordinate transformatiaay, tan be taken directly from the actual
element.

Inside the master element, the shape functions are defifeeseTshape functions have the
noteworthy property to take the value of unity at exactly ohéhe mesh points, while being zero
at all the other mesh points. From that condition, the shapetionsWy, relevant for us can be
derived (see [43] for details). The interpolation funct(T) is obtained by linear combination
of the shape functions with the energies of the correspgnaiesh pointsn as coefficients

P(T) = Y EqWi(r) (2.9)

Energy and gradient are calculated from the interpolatimetfionP(T) and its derivatives with
respect to the componentsfWhile the energy again can be taken directly back to theaactu
element, the gradient requires back-transformation

Opr =MD~ 10p (2.10)
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2.3.6 The Quantum/Classical Combination Model

In the present simulation, the solvent is modelled purelyaliprce field, while the solute is
described entirely bgb initio quantum chemistry. According to the Born-Oppenheimer ayppr
imation, the potential energy for the solute equals thd &&tronic energy plus the Coulomb
repulsion of the nuclei. The coupling of the two parts folfovery much the general outline of
Field et al.[2] and Liu et al. [6]. The Lennard-Jones interaction between solvent anatesad
also described in terms of a force field. Solvent effects peolely via irregular collisions be-
tween solvent and solute which are modelled as LennardsJdateractions, thus exerting some
kind of molecular friction. As the solvent is uncharged apdlar, intermolecular Coulomb in-
teractions do not occur. Polarisation effects are negle¢ience, the potential energy surface of
the solute is equal to that of the isolated molecule.

2.3.7 The Quantum Chemistry Method

For the determination of the potential energy of the firsitexkcstate of stilbene, a configuration
interaction calculation with single excitations (CIS) wesformed using the Gaussian 94 pack-
age [45]. We used the 6-31G basis set and observed that flasiorcof polarisation functions
did not significantly change the results of several singiatsmn the expected reaction coordi-
nate, but was much more expensive computationally and deresi unaffordable. A preliminary
investigation revealed that the orbitals 27-80 contridu®st to the Cl matrix. So the other or-
bitals were not included in the CI in the main calculations tiAs level of approximation, a
single point evaluation of energy and forces took around Rtutas on a DEC Alpha 440 MHz
processor.

2.3.8 Computational Details
Stilbene Geometry

The geometry of the isomerising molecule was kept rigid pkfge the central ethylenic dihedral
angle and the two adjacent phenyl ring torsion angles. Theesdor the remaining geometry
parameters were obtained from an optimisation ofghecheconformation of the first excited
state, calculated with the above-mentioned ab initio nebtlvath certain similar coordinates
constrained to have the same value. These constraintssaéevin Figure 2.2, and the corre-

Figure 2.2: Geometry definition for the stilbene molecule.
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sponding geometric parameters are given in Table 2.1. @i&bbond angles were all fixed
at 120. The phenyl rings and the atoms bonded to them are condr&nglanarity. These
constraints assume a fast internal vibrational relaxatipon excitation compared to the rela-
tively slow isomerisation reaction, as suggested by Sydage. [31], and a negligible coupling
of the fixed degrees of freedoms to the active dihedrals. iteegolated conformation space is
spanned by the three remaining dihedral angles. The cefiltradiral angle around thesbond is
labelledro, and the two adjacent phenyl torsion angles arouna thendsr1 andr3 respectively.

parameter  value
0.13788 nm
0.14084 nm
0.14148 nm
0.14215 nm
0.10824 nm
0.10724 nm
127.4
116.6

n<|TKQ OO T

Table 2.1: Geometry parameters for the stilbene molecule. Lowercasia tharacters indicate
bond lengths, Greek characters denote bond angles.

Simulation Parameters

The Lennard-Jones parameters for the involved atoms wkea ftaom the GROMOS96 force
field 43A1 [46] and are given in Table 2.2. The interaction watoff at a distance of 0.9 nm. The
time step of the leap-frog algorithm was 1 fs. The tempeeatwas weakly coupled [47] to a bath
with 0.1 ps relaxation time. Geometry fixing of the stilbenelecule was achieved by distance
constraints (SHAKE, [48]) with a relative tolerance of faand dihedral angle constraints [49]
with a tolerance of 10° rad.

The computational box with cubic periodic boundary comahsi (5.035 nm edge length) con-
tained one stilbene molecule and 2744 argon atoms. Iittak solvent was equilibrated around
a fully rigid cis-stilbene for 20 ps. Taking into account the Franck-Condoncple, the ini-
tial values for the free dihedral angles were taken fiaminitio geometry optimisations of the
ground stateat the HF/6-31G** level. They were 4.5or r, and 43.5 for r1 andrg for thecis
conformation. These values agree with neutron scattesipgrenents [50]. To obtain several
different starting configuration, the solvent around thedixnolecule was equilibrated further
and coordinate snapshots every 1 ps were used.

Atom type | GROMOS type| € [kJ/mol] | o [nm]
Argon AR 0.996 0.341
Carbon C 0.40587 | 0.33611
Hydrogen HC 0.11838 | 0.23734

Table 2.2: Lennard-Jones parameters for the atoms involved.
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2.4 Results and Discussion

2.4.1 Preliminary Investigation of the Potential Energy Suface of Pho-
toexcited Stilbene

We first investigated the potential energy surface of phatibed stilbene by a few single point
calculations (CIS/6-31G**). We note the following obseteas:

e There are two minima. One is the plartaans conformation (» = 180C°), the other is
near agaucheconformation, with the central dihedral = 44.1° and the side dihedrals
rp = r3 = 8.1°, which is 3.4 kJ/mol lower than thigans minimum. However, the exact
location of thegaucheminimum is very susceptible to small changes of the geometri
constraints.

e There is a barrier between the two minima, located at thegoetipular perp) conforma-
tion withr, = 90° andrq = r3 = 0°. The barrier is 15 kJ/mol above th&ns minimum,
which is in line with experimental observations [30].

2.4.2 Simulations

Twenty-one NVT-simulations of the photoisomerisationcestilbene, differing in the initial
solvent conformations, were performed at 236.7 K. Two ofdineulations resulted in isomeri-
sation to theransminimum, while all other ended up in tlggucheminimum. Figure 2.3 shows
three examples of internal coordinate and solute potestieigy trajectories. They all exhibit the
same course in the first 50 femtoseconds and then divergesadliddine represents an example
of the majority of trajectories resulting in tigaucheminimum and the broken lines show sim-
ulations that led to thezansconformation. While the dashed line obviously represermagsz in
which the barrier is crossed using the (kinetic) energyginom the rapid downhill movement
from thecis Franck-Condon region, the dot-dashed line seems to ragragbermally activated
barrier-crossing process.

Twenty simulations of 5 ps length were performed at incréasenperature of 348.0 K.
Five of these simulations ended up in tinens minimum, two crossed the barrier to thrans
conformation and recrossed back to tteucheminimum (see Figure 2.4). The other thirteen
simulations did not show any barrier crossings and remagaedhe

2.4.3 Accuracy of the interpolation

To test the accuracy of the interpolation scheme, two sessnadilations have been performed
using different maximum element edge lengths of 0.5 rad aB8 fad, thereby increasing the
density of the mesh points by a factor of 8. By halving the lbsize, the mesh points of the
coarse grid can be reused for the fine grid. An exhaustivelatron of the first 100 steps with a
guantum-chemical evaluation of energy and forces in evefywas also performed.

Figure 2.5 shows the deviation of the trajectories withrimbéations from the “true” trajectory
without interpolations. The largest deviation of the selpbtential energy is 1.21 kJ/maet (0.6
ksT) for the coarse grid, while it is 0.18 kJ/mack(0.09kgT) for the interpolation with a fine
grid, which is about 7 times more accurate. The deviatioriserdihedral angles are very small
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Figure 2.3: Solute potential energy and internal coordinate trajeasrof the central dihedral
for three simulations of the photoisomerisatiorcistilbene at 236.7 K.

| | r1/degrees r,/degrees r3/ degrees E /kJmof? |

coarse grid (0.50 rad)
averagel 0.074 0.080 0.060 0.41
largest 0.11 -0.13 0.16 -1.21
fine grid (0.25 rad)
average  0.007 0.012 0.004 0.062
largest 0.013 0.030 0.012 -0.18

Table 2.3: Deviations of the trajectories with interpolations fronetbne without interpolations
within the first 100 steps of the simulation.

and are summarised in Table 2.3. They are reduced by appaiiymone order of magnitude by
going from the coarse grid to the fine grid.

Figure 2.6 shows the dihedral angles and energy trajestotiained with finite element
interpolation using a coarse grid (dashed) and a fine grilid(§ne). Both trajectories show
qualitatively the same pathway up to approximately 1.5 pd,taen diverge exponentially. The
molecule rapidly falls down a steep hill, crosses neargaecheminimum and climbs up the
perpbarrier without crossing it. Then the molecule relaxes thegaucheminimum. Note that,
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Figure 2.4: Two trajectories of the photoisomerisationsctd-stilbene at 348 K that show bar-

rier recrossing. Internal coordinate trajectories are stio in the upper part (dot-dashed line:

centre dihedral angle, solid and dashed lines: phenyl torsingles). The lower parts show the
molecule’s potential energy trajectories.

in spite of the symmetric starting configuration, the twompfieorsion angles evolve differently
due to the microscopically anisotropic friction exertedthg solvent atoms.

There is no sign of an energy barrier near the starting coraigun. Potentially, there could
be small localised features on the potential energy suttageare poorly represented by the
interpolated surface. However, this is clearly not the daseause the trajectories with and
without interpolations perfectly coincide in the regionevl a barrier could be expected. It
is not clear whether the limited quantum chemical methodisable to reproduce an existing
small barrier, whether the barrier is induced by very spestivent-solute interaction which are
neglected in the present study, or whether there is indeddnaer at all.

2.4.4 Efficiency

The power of rendering MD simulations with a quantum cheirpcgéential affordable by finite
element interpolation is demonstrated by Table 2.4. Coatptr an exhaustive all-point cal-
culation simulation, the interpolation method reducesatm®unt of explicit guantum chemical
calculations to 1% using the coarse grid, and #92 for the fine grid for the first trajectory.
The efficiency of the method is greatly amplified if multiptejectories are generated which fol-
low a similar pathway as previous ones, since vertices@realculated can be reused. This is
demonstrated by the “all trajectories” rows of Table 2.4.

Table 2.4 also shows that the efficiency clearly depends @nrhoch of the conformation
space is explored, as the simulations that lead to the mleleelaxing quickly in thegauche
minimum close to theis starting configuration are considerably more efficient ttr@nones
that exhibit a barrier crossing to tti@nsconformer. The efficiency of the simulations at higher
temperature is not quite as high. This is clearly a consempien the fact that more barrier
crossings occur, and the general effect that a larger paineatonformation space is accessible,
which both require more vertices to be evaluated.

The same applies if the grid is refined by dividing the griceddy an integer factdt. For a
densely populated coarse grid, after refining alreatky f the vertices are known. On the other
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Figure 2.5: Deviation of the trajectories with interpolation from thajectory without interpo-
lations within the first 100 steps of the simulation. All siations started from the same initial
conditions. Above: Active dihedrals trajectories, belosalute potential energy trajectories.
Solid lines: fine-grained grid interpolation; dashed linesarse-grained grid interpolation.

hand, the expense for running the simulation are multigdied factork" in principle. We found,
however, that the computational cost only increases bytarfaf 2.7 instead of theoretically 8.
This is most probably due to the one-dimensional charactéecshort trajectories.

2.5 Conclusions

We have simulated the photoisomerisatiortiststilbene usingb initio qguantum-chemical de-
scription of the potential energy surface of the molecul@ arclassical description for the mo-
tion of all atoms and the intermolecular interactions. Thmputational expense of the quantum
chemical part of the simulation is greatly reduced by a fiaieanent interpolation scheme. The
method employs a regularly bricked grid and the requiredrmftion is calculated as needed.
The method is shown to yield accurate results while being efficient. The number of
guantum-mechanical evaluations of points of the potemtnergy could be reduced to 1% to
2.4% of the MD steps, thus rendering the simulation of larget@éxcited molecules at aab
initio level affordable. Errors of the interpolation were below% in energy for the simulation
with the coarse grid, and deviations in the dihedral anglesewegligible. The accuracy could
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Figure 2.6: Internal coordinate and solute potential energy trajeasr Comparison between
simulation with fine grid (solid lines) and coarse grid (dasHines) interpolation.

max. edge Temp number of vertices used| number enhancement
length [K] | min max average of steps factor
0.5rad 236.7 32 10G'57° 45,5 5000 109.8
all trajectories 148 125000 844.6
0.25rad 236.1 74 256 136 120.3 5000 41.6
all trajectories 497 110000 221.3
0.25rad 348.0 99 3172174 180.9 5000 27.6
all trajectories 761 100000 131.4

Table 2.4: Efficiency of the finite element interpolation method. Thalmer of vertices required
by 21 individual trajectories, all 5000 steps long, are gives minimum, maximum and average
values. The enhancement factor is the ratio of MD steps pgexesquired for an individual
trajectory. The “all trajectories” values concern the expse of all simulations with the indicated
parameters together. The numbers do not take into accoentdttices in the fine grid already
known form the previous simulations with the coarse grid.wath isomerisation tdrans b:
without isomerisation térans
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be increased by a factor of about 8 by halving the size of tlekéyrat the cost of 2.5 times more
explicit quantum chemical evaluations.

A further advantage is the possibility of reusing the knovantg of the potential energy
surface for simulating more trajectories, which substdiytincreases the overall efficiency of
the method. Also, the desired accuracy or affordable expemsy be tuned by selecting an
appropriate brick size. Accuracy can be improved by divgdime bricks up. Again, information
from previous simulation can be recycled.

As this is our first application odib initio molecular dynamics to excited states, this chapter
focuses on the feasibility of such calculations. Cleathg thoserab initio method can be
improved and a treatment at higher level of theory (MCSCFek@ample) is desirable. However,
with all due caveats, we can report first results on the stétmystem, which suggest that there
is no potential energy barrier between ttis and thegaucheconformation of stilbene in the
first excited state. For the barrier crossing process tdréms conformer, two mechanisms are
important: Thermal activation and barrier climbing entxdoy the inertia of the motion. At
higher temperatures, even barrier recrossings occur. Urtfeef study of the photoisomerisation
of stilbene in more detail and under different conditiongrissented in the following chapters.






Chapter 3

The Photoisomerisation ofcis-Stilbene
Does not Follow the Minimum Energy Path

3.1 Summary

Computer simulation of the photoisomerizatiorc@fstilbene demonstrates that barrier crossing
reactions can occur without thermal activation, but withess energy from the photoexcitation.
Moreover, the reaction proceeds with large energy tragdfet small conformational changes.
This has an impact on the reaction dynamics.

3.2 Introduction

The development of femtosecond spectroscopy has madesibp®$o monitor chemical reac-
tions in realtime. As a prototype example, the photoisonagion of stilbene in solvent has been
examined under various conditions (temperature, pressobeent) [14,33-37,51]. However,
important issues such as the atomic detail of the reactiommycs or the shape of the poten-
tial energy landscape still remain experimentally unrest! Computational methods allow the
detailed study of the time-resolved dynamics of these syst€n the one hand, molecular dy-
namics [26, 46], provides the time-dependent evolutiornefdystem and allows for effects due
to temperature and solvent. On the other hand, accuratet@tenergy surfaces are provided by
guantum chemistry [45]. By combining the two methods [1,524, the best from both worlds
can be used: The effect of the solvent and the evolution ie toyy molecular dynamics, and
the unbiased description of the reacting molecule by quardfoemistry. However, the latter is
computationally rather demanding. Evaluation of potémreergy and forces for photoexcited
stilbene takes about half an hour on a modern microproce8sahousands, or rather millions
of such evaluations are required for a meaningful molealyaamics simulation, a straightfor-
ward implementation of this concept is not feasible. Fos tieiason, we recently developed an
interpolation method based on finite elements [43,53]. Tle¢hod represents the part of the
potential energy surface that is required during the sitrarlawithout losing the accuracy of
the quantum chemical method. This reduces the number otgmachemical evaluations by a
factor of about 2000 compared to a straightforward implesateon. Computational details are
given in Chapter 2. Here, it is sufficient to say that stilbanis first excited state is treated by

49



50 Chapter 3. Cis-Stilbene and the Minimum Energy Path

a singly-excited configuration interaction calculatioraif-31G basis set. Supercritical argon is
used as a model solvent at the appropriate density.

3.3 Potential Energy Surface

Figure 3.1 shows the potential energy surface as a repeggsnin internal coordinates, namely
the central ethylenic dihedral angle and the phenyl torsiogie. Both phenyl torsion angles
behave similarly, so one of them is omitted for clarity. Tregedctory of the isomerizing system
is drawn as a white line. Starting point is this conformation in the upper right corner. Being
a minimum in the ground state, this conformation has a kedbtihigh potential energy in the
excited state (82 kJ/mol above tgaucheminimum). The energy difference is provided by
the photoexcitation. After a rapid downhill motion, the mmum in the primarygaucheregion
(central dihedral angle: 50°, side dihedral angle: 10°) is crossed. Then the barrier is climbed.
It is located at a central dihedral angle~ef00°. The barrier is crossed, and the system relaxes
into the wide 8-shaped minimum in thnsregion. This trajectory is representative for most
barrier crossings that we observed in our study.

e/°
360 300 240 180 120 60 0
gauche-trans  primary
barrier gauche 1 40
minimum
secondary
gauche
minimum
+20
+0 al°
+-20
trans
minimum
+-40

Figure 3.1: The potential energy surface of stilbene in its first excitiedle, as calculated during
the simulations. An example trajectory which crosses thiadyas drawn as a white line. The
contour lines are 5 kJ/mol apart.

3.4 Kinetic Activation

Two conclusions are drawn from the above. (i) The primgaycheminimum is passed in one
go. No relaxation takes place, and no thermal activatioedgsiired to leave it. The activation
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energy is provided by the kinetic energy gained from theahatownhill motion. (ii) The barrier

is not crossed at the saddle point, which is at a positiorf aif@he phenyl torsion angles and
14.2 kJ/mol above thgaucheminimum. In fact, the average barrier crossing locationr ¢

for both phenyl torsion angles, and the corresponding geceaergy is more than 19.3 kJ/mol
above the saddle point. Thus, the concept of the reactiongdake “minimum energy path” is
clearly not admissible. We note that in the few thermallyvatéd events that we observed, the
barrier is crossed over the saddlepantaverage, but stillhe average deviation from the saddle
pointis 7 for the phenyl torsion angles, and the energy is 4.2 kJ/molalkhe saddle point.

3.5 Solvent Effect

The solvent has a profound effect on this reaction. FiguzesBows averaged trajectories of the
system at different pressures. The time evolution of therakdihedral angle and one of the
phenyl torsion angles is displayed. A clear separationtitraccording to pressure is obvious.
Such a behavior is expected, as at higher pressure the nigtenched more effectively, and
energy is dissipated to the solvent environment. The sbimiaence is clearly visible beyond
40 fs. Atlow pressure, most trajectories migrate inegtisdlthetransminimum. With increasing
solvent pressure, the majority of molecules is quenchedreeafeaching the barrier, so they
relax to thegaucheminimum. This effect influences the rate constant measuwéddrbtosecond

180
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I 258bar e ]
150  ---- 409 bar e N
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— — 2433 bar e
| —-— 3874bar T
120  —-— 6343bar T [ ootz

| —--— 10689 bar = e LT

100 200 300 400 500
t/fs

Figure 3.2: Averaged dihedral angle trajectories from simulations 80 K at different pres-
sures. All trajectories of a series of 20 simulations at tame state point, but differing in the
initial solvent configurations, were averaged.
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experiments [14, 35]. Investigations to connect this balrayuantitatively to the solvent shear
viscosity are presented in the next Chapter.

3.6 Molecular Shape Changes

It is, however, rather surprising that within the first 40 fistiejectories coincide in spite of the
environmental conditions ranging from vacuum over liqudolid solvent. The solvent seems
to have no effect on this short-time behavior. In the same span, both dihedral angles change
by more than 40 However, despite the drastic change in internal coords)dhe overall shape
of the molecule does not change much. Figure 3.3 demonsttiaite by showing the initial
conformation, and the conformation after 40 fs. Within timse, the two ethylenic carbon atoms
and the hydrogen atoms bonded to them are displaced (battéigure 3.3), whereas the bulky
phenyl rings nearly remain in place. Thus, it is not requiethove any solvent atom, and there
is no influence by the solvent.

Figure 3.3: Initial conformation of cis-stilbene and conformationeafdO fs of reaction. Views
from the left and from the front are shown for both conformiasi.

3.7 Conclusions

Our detailed analysis of the dynamics of photoexciisestilbene shows that this reaction does
not proceed by thermal activation. Rather, the excessteenal potential energy after the pho-
toexcitation is used to overcome the barrier totita@sminimum. The use of initial energy for
the transition is facilitated by the fact that the first phatthe reaction can occur without large
motion of the phenyl rings. There is no relaxation prior te Harrier transition, and the barrier
is crossed far from the minimum energy path. Thus, the pteségs for common concepts of
reaction dynamics such as transition state theory or Raedperger-Kassel-Marcus (RRKM)
theory are not satisfied.



Chapter 4

Viscosity Dependence and Solvent Effects
In the Photoisomerisation ofcis-Stilbene

4.1 Abstract

Molecular dynamics simulations of the photoisomerisatibnis-stilbene in supercritical argon
were performed. The stilbene molecule is representedtbinitio quantum chemistry, while
the solvent, the interaction with solvent, and the time etfoh were described by classical me-
chanics. Reaction rate constants are estimated and ti#ndence on temperature, pressure
and viscosity are investigated. Agreement with availaklgeemental data was obtained. Our
simulations strongly suggest a minimum on the excited gwittential energy surface agauche
conformation which is very rapidly reached after excitatiwhich leads to non-equilibrium bar-
rier transitions. Specific solvent effects were identifigdplications on the current opinion on
stilbene photoisomerisation are discussed.

4.2 Introduction

In the past twenty years, new developments in laser tecgg@od in spectroscopy techniques,
made it possible to observe ultrafast chemical reactionsahtime. The two most powerful and

versatile techniques are fluorescence decay measurenmehpsianp-probe spectroscopy. Their
main application areas are unimolecular photoreactiansh as photo-induced dissociation or
photoisomerisation. Using such techniques, it is possibiérectly investigate chemical reaction
dynamics on the femtosecond time scale. For example, itgsiple to spectroscopically observe
the dynamics of the dissociation of a simple molecule in desp [54, 55]. However, the many
details of more complex processes, such as a reaction itiaulstill remain unrevealed. The

solvent effect in the photoisomerisation@$-stilbene is dramatic: while the lifetime of an iso-
lated excited molecule is 0.32 ps [32], in solution it ranffesm 0.5 ps in methanol [15], 1.0 ps

in isopentane, 1.6 ps in hexadecane [13], to 2.1 ps in cygltee[15]. Over many years, Jurgen
Troe and his coworkers have investigated the photoisoatersof stilbene in solution by pump-

probe spectroscopy [14, 33,35-37,51]. Yet, importantuiest of the potential energy surface
are unclear and left open to speculation, and the detailedrdics are very hard to investigate in
experiment.
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Nikowa et al. [14] have found that the isomerisation ratestant depends linearly on the
inverse solvent viscosity. The proportionality constamtepends on the solvent type. However,
Todd and Fleming [34] suggest a more general approach usoteroiar friction as a reference,
which they claim to be independent of the solvent. HoweVerd is no clear definition of such
a molecular friction.

Parallel to the experimental development mentioned abowmputational chemistry has
evolved. It can be roughly divided into the following two rhetlologies: (i) Quantum chem-
istry is capable of calculating the electronic energy, itsdients, and a great variety of other
molecular properties at a high level of accuracy, if desikéowever, it is limited to rather small
molecular systems. (ii) Classical molecular dynamics asemmpirical force field and is capable
of providing dynamic information of large systems at an ator@solution. However, it is unable
to simulate chemical phenomena such as bond cleavage andtion.

So why not perform molecular dynamics simulations of thetpisomerisation of stilbene?
The problem is twofold. As crucial point, a force field of a pbexcited molecule is not easy to
obtain. The general procedure of fitting the force field paatems to macroscopic properties of
the liquid species, is not applicable. Another approacltotastruct a potential energy surface
suitable to reproduce selected spectroscopic data, hasthedeen conducted [39-42]. How-
ever, this procedure has little predictive power, sincedesired results are put in previously,
and then reproduced. Moreover, Eli Pollak and co-workes$®] apply sophisticated theories,
based on transition state theory, to the photoisomerisafirans-stilbene. This reaction differs
from cis-stilbene insofar that it is most probably thermally adidch We demonstrate that this
is not the case foris-stilbene, and thus the prerequisites for transition stegery are not satis-
fied. Coming back to the construction of a potential energfase, one could escape to quantum
chemistry as a last resort. A quantum-chemical potenteiggnsurface for stilbene [60, 61], em-
bedded in a classical environment, seems to be an appmpakition. By use of an interpolation
scheme, designed for the reduction of computational expensuch a situation [43, 53], such
a task is indeed feasible. The results are presented inlhbjster. We note that non-adiabatic
guantum effects such as couplings between states have etddesn into account. Lastly, can
the system be adequately described by classical dynantisboald one rather apply quantum
dynamics? If we take the rule of thumb and salyif< kgT, then the motion is classical, we
must admit that both quantities are almost equal in the chdeeeis-stilbene photoisomerisa-
tion. However, Gershinsky and Pollak [59] report that tHéugnce of quantum effects is small,
especially in condensed systems, and that classical matestynamics can be relied upon.

The following questions are addressed in this chapter:

e What does the potential energy surface look like?

Which trends accompany variations in temperature and isspre?

Can the experimental reaction rates be reproduced by diionffa

Is the shear viscosity as a macroscopic bulk property a gaasuare for the reaction rate
constant as a molecular quantity?

How can the solvent effect be described?
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4.3 Methods

4.3.1 Computational Details

The photoreaction afis-stilbene in argon solution has been simulated by means ofrdined
classical/quantum-mechanical model [1, 2,6]. The solN®uwtescribed by the classical GRO-
MOS96 [19] force field, while the potential energy surfacéhaf reacting stilbene is obtained by
ab initio quantum chemistry. A finite element interpolation schen® $48] is used to reduce the
computational expense of the quantum-chemical calcustibhe method has been described in
detail and the feasibility and efficiency for the same sysisrireated here has been demonstrated
in Chapter 2. Itis sufficient to know the following. A confoation of the molecule is fed in, and
energy and gradients are returned. These quantities anélat@ld from an interpolated surface
which is spanned by a fixed finite element grid. As soon as rikdtle quantities at the grid
points are calculated bgb initio quantum chemistry at the desired level. The results aredtor
for later use. Because the potential energy surface of tHeaule only depends on its confor-
mation, the same grid points can be reused through manysdrgmulation, also at different
temperatures or pressures. This makes the method extreffielgnt. However, the method re-
guires the molecule to be constrained to a few degrees afdreeThe central ethylenic dihedral
angle (labeled,) and the two phenyl torsional angleg éndr3) were the three degrees of free-
dom that spanned the potential energy surface. The othengjeo parameters are optimized
for thegaucheminimum of the potential energy surface of the first excitiedes(S) of stilbene,
and were constrained during the simulations. See FigurartiZable 2.1.

For the quantum chemical calculations, a configurationraatgon including single excita-
tions (CIS) in a restricted window of orbitals (from orbitaimber 27 to 80) has been used with
the 6-31G basis set. The evaluation of the energy and theegtadvith the Gaussian 94 pro-
gram [45] took half an hour on average on a 440 MHz DEC Alphagseor. A higher level of
theory or a larger basis set, while desirable, was still mmed unaffordable. Nevertheless, the
potential energy surface obtained by the above-mentiorettad was found to be fairly reason-
able: The height of thrans-gauchéarrier is in agreement with common opinion amongst ex-
perimentalists [30], and the shape of the surface is in ggoekesment with spectroscopy-derived
data reported by Frederick et al. [62]. A recent configuratideraction study [63] unfortunately
does not list appropriate data for comparison.

The solvent-solvent and solvent-solute interaction is ebedl by standard classical force
fields. The Lennard-Jones parameters for the involved atoens taken from the GROMOS96
force field [46] Oay = 0.3410 nmgp, = 0.9964 kJ/molgc = 0.3361 nmgc = 0.4059 kd/mol,
Oy = 0.2373 nmgp = 0.1184 kJ/mol). As combination rule for the interaction bedweliffer-
ent types of atoms, the arithmetic mean of the single atomdywalues and the geometric mean
of the single atom type values are employed (Lorentz-Berthelot mixing rule).

The time step of the leap frog algorithm was 1 fs. The Lenrdanges interaction was cut
off at 0.9 nm. The temperature was weakly coupled [47] to & bath 0.1 ps relaxation time.
Geometry fixing of the stilbene molecule was achieved byadist constraints (SHAKE [48])
with a relative tolerance of 1§ and dihedral angle constraints [49] with a tolerance of®li@d.
The computational box with cubic periodic boundary comais contained one stilbene molecule
and 2744 argon atoms. Several box sizes were used for siondait different pressures, but the
volume of the box was constant during the individual simalad.

According to the Franck-Condon principle, the initial cormhations of the active dihedral an-
gles of the stilbene molecule corresponded tacikeninimum of the ground state (HF 6-31G**).



56 Chapter 4. Viscosity Dependence and Solvent Effects

The initial values for the free dihedral angles were’4ds ro and 43.5 for r1 andrs and agree
with neutron scattering experiments [50]. Initial configtions for the entire boxes were ob-
tained by equilibrating the solvent atoms around a stilbenkecule which was held completely
rigid by constraints. By using coordinates from snapsheésyel ps in an equilibration simu-
lation, several different starting configurations for tlaeng state point were obtained. For the
investigation of the dependence on viscosity, and someeteproperties, series of simulations
were performed at different temperatures and pressures.

4.3.2 Activation Energies

We can calculate the activation eneigy for the reaction in an approximate way. Starting point
is the Arrhenius equation,

k=Fexp(—Ea/ksT) 4.1)

with the pre-exponential factd¥, the temperatur@ and Boltzmann’'s constalkg. Linearized
for Ea, we obtain c
In(k) = ——= +In(F). 4.2

(9=~ 3 +n(F) (4.2)
The reaction rate constaktis obtained from the outcome of the reaction: After a certaie
interval T, a certain ratio of the reactant molecules has already eghtte final state, while
the complementary ratie= I5/l is still in the initial state. Assuming an exponential decéy
reactants, we obtain for the reaction rate constant

In(1a/1
«_ _In(1a/to)

— (4.3)

Insertion into Equation 4.2 yields

E
In(—In(la/1)) — In(T) = _k?f\r +In(F). (4.4)
Thus, in an Ii—In(s)) vs.—1/ksT plot the activation energia can be obtained from the slope
of the regression line without knowing the valuetgfvhich only influences the intercept of the
regression line.

4.3.3 Solvent Properties

The shear viscosity of the solvent was calculated from sgpaimulations of the solvent only.
Simulation boxes were set up in such a way that they matchvirage pressures obtained from
the simulations including solvent and solute. Simulatiargpneters were equal to the ones of the
solution simulations. The pressure was sampled over 250h@sviscosityn was then obtained
by the relation [26]

o= oy, (SPap()BR:p(0))dt @9

whereV is the volume of the computational box. The integrand is ithe fautocorrelation func-
tion of the fluctuation of an off-diagonal element of the gre® tensor. The correlation time was
obtained by fitting the numerically calculated normalizedrelation function to a Lorentziah

Ft) = -

- - 4.6
1+ at? (4.6)
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with the adjustable parametar The Lorentzian was found to fit very well, compared to expo-
nentials or Gaussians, for example. The functidmas the analytical integral

T 1mn
0
which yields altogether
_ V 2(py— (4.8)

with O'Z(PGB) being the variance of the pressure tensor element. Thestigepis obtained by
averaging then,g values obtained for the three different off-diagonal eletaef the pressure
tensor.

The diffusion coefficienD is calculated as

1 N
D=—Y [X(t) —%(0)|? 4.
& 2, %O %) (4.9)
with the elapsed timeafter the starting configuratiof(0).

4.3.4 Estimation of Reaction Rate Constants

In most of the experimental work [14, 15, 34, 35, 64], an exgrtial decay of the signal is ob-
served. This finding is usually attributed to an energy bamihich creates a bottleneck in the
reaction pathway [14]. In this case, a small barrier is agglinmear the initiatis region. How-
ever, as we noted in our previous work [53], no such barrigrésent in ounb initio potential
energy surface. In this subsection, we discuss how thisdila might be resolved.

In pump-probe spectroscopy, it is generally assumed thigt @nformations close to the
Franck-Condon excitation region is spectroscopicallyples Nikowa et al. [14] estimate that in
the case of stilbene, this small barrier is betweer 7° and 14 for non-polar solvents. With this
assumption and our simulated trajectories, however, tdresivould abruptly disappear after a
few femtoseconds, and would not decay on a picosecond tiaie as observed experimentally.
If we assume, in contrast, that the spectroscopically actgion is more extended, then a dif-
ferent picture of the photoisomerisation kinetics is pllesi It might also be that the probed
molecule is not in the Franck-Condon region any more. Abedsdd. [13] find that there is no
spectral shift after 100 fs which is their experimental tegson. Such a spectral shift would be
likely upon conformational change. They conclude that @spkdiffusion is taking place faster
than 100 fs. This interpretation is consistent with our gtud

If we assume that a molecule leaves the region of spectrasdiypvisible conformations
when it crosses the barrier between gaicheand thetrans minimum, then the molecules that
are caught in thggaucheminimum remain visible, while the molecules that isometisghe
transconformation disappear. The point is to find this “spectopsc threshold”. It need not be
exactly at the barrier, and the exact determination is exhe difficult. Making a non-restrictive
assumption, any value in the range between, say,and 130 seems reasonable. There we
have indeed an energy barrier between the spectroscgpasli’e and inactive regions. We
note that this does not truly lead to an exponential decayhefsignal, because the process
is predominantly kinetically activated, not thermally igated. In experiment, many different
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effects (such as fluorescence, internal conversion, esbapegh a conical intersection or the
photocyclisation to dihydrophenanthrene) may occur thiiénce the decay curve, which are
not accounted for in our simulation. However, for simplcitve assume that we can fit an
exponential curve to our calculated data.
In an exponential decay with rate consténthe ratiol,/lp of the initial amounty is still
active after a time:
la/lo = exp(—kt). (4.10)

From a set of simulations at a given state point, we can edstlgrmine the ratio of molecules
that remain active, as well as the average timehat is required to reach the spectroscopic
threshold. From that, we can estimate the reaction rate¢@ons

k= Nlla/lo) (4.11)
tr
wherel, is the number of simulations remaining in the active regioniegaucheconformation
in the case of stilbene) of a total number of performed sitiutal.
Nikowa et al. [14] state that the non-radiative rate cortstagncan be decomposed into the
ratekpnp Of the photocyclisation to dihydrophenanthrene, and aogitg dependent term with
the parameteA. The parameteA is solvent-specific, but temperature-independent.

Knr = Konp +A/N (4.12)

As the photocyclisation is not possible in the way we set upsauulation, we are left with the
second term. Having calculated the rate constdram Equation 4.11 and the solvent viscosity
from Equation 4.8, we are able to calculate the paranfeter

A=k-n. (4.13)

4.4 Results and Discussion

4.4.1 Potential Energy Surface

The interesting region of the potential energy surface, the regions which were at least once
visited in all the simulations, is obtained as a by-proddd¢he interpolation scheme. Table 4.1
gives an overview of special points on the potential eneagiase, with their location and energy.
For example, the initial downhill energy gain is 82.4 kJ/rant thetrans-gauchesnergy barrier
is 11.9 kJ/mol.

Figure 4.1 shows a picture of the potential energy surfastilbene in the first excited state.
It shows a two-dimensional cut of the three-dimensionafasar, with the conditiorr; = r3
(both phenyl torsion angles have the same value). Only theegbahe whole surface which
was known after all the simulations is shown, so virtuallg 8pace that is accessible during
the photoisomerisation. The high peak in the back of theupgcis the initialcis conformation
from where the simulations were started. Figure 4.2 shovepaiiew of a symmetric cut like
Figure 4.1. In addition, an example trajectory is shown ashédenline. The coarse-grained
boundary shape of the surface originates from the grid us#étkiinterpolation scheme. Clearly
visible is thegaucheminimum and the wide, shallow 8-shaped minimum in ttans region,
as well as the barrier in between. The top views allow easgtioc of the barrier. The path
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Feature Location / degree Energy

central dihedral phenyl torsionskJ/mol
cis Franck-Condon region 4.5 43.5 82.4
gaucheminimum 49.8 7.9 20
perpbarrier saddlepoint 91.6 -1.6) 14.2
transminimum 157.3 -5.1 2.3
barrier between theeansminima 180.0 0.0 3.5

Table 4.1: Selected features of the potential energy surface of thesfestronically excited state
of stilbene. Locations in dihedral angle space and energys&iown. The energy origin is set to
zero for thegauchaminimum.

cis

Potential Energy / (kJ/mol)

80

60

phenyl torsion angle / degree 0

200 central dihedral / degree

250
-40

350

Figure 4.1: 3D view of the potential energy surface of the first excitedesof stilbene. The
picture shows a cut of the surface with both the phenyl torsiogles constrained to the same
value. Only the regions that have been visited during theilsiion series are known and dis-
played. The distance between the contour lines is 5 kJ/mué. high peak in the back of the
figure is thecis Franck-Condon region from where the simulations are start€learly visible
are the extended shallow minimum in tik@nsregion, the twagaucheminima, and the barriers
in between.
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Figure 4.2: Top view of the potential energy surface of Figure 4.1. Tltatice between contour
lines is 5 kd/mol. A sample trajectory is drawn as a white.lingasses both barriers and ends
up in the othegaucheminimum. Note that the trajectory does not actually leaearégion of the
known part of the surface. This is an artifact of the repréagon. While the displayed surface
is obtained by a symmetric cut through the real three-dinoerad potential energy surface, the
displayed trajectory is a projection of the real three-dmsmnal trajectory, i. e. one of the phenyl
torsion angles is neglected.

downhill from the starting point is very narrow, which agaonfirms the very low variation of
the reaction trajectory in the very first phase. Also, theeestéeep walls on the opposite side of
the gaucheminimum. This indicates that the system is able to climb ta@br the rapid initial
downhill motion.

The potential energy landscape looks quite different casgpéo previous work. While the
gualitative shape is similar to most suggestions, as fomgkaby Abrash et al. [13], Repinec et
al. [65], and Saltiel [66, 67], minimum and barrier are afetént dihedral angles. The minimum
of the exited state is neargaucheconformation, while in most of the previous pictures it was
assumed to be at the 9perp conformation. The implications on the relaxation to theuga
state would be drastic, as it is generally assumed that thgatson occurs onto the top of the
barrier separatingis- andtrans-stilbene in the ground state.
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Figure 4.3: Top view of the potential energy surface of Figure 4.1. A danrpjectory is drawn
as a white line. It goes actually over the barrier, but does$ m@ach thetransminimum. It is
reflected to thgaucheaegion. See also legend for Figure 4.2.
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4.4.2 Dependence on Temperature and Pressure

For the investigation of the dependence on temperature segbyre, series of simulations at
different state points were performed. Each series cawsadttwenty individual trajectories of 5
ps, differing in the initial configuration of the solvent. Rwo selected pressures, three different
series of twenty trajectories each were performed to olotaire data.

The trajectories of each state point were classified integmates depending upon the be-
haviour of the molecular system they represent: (i) theidais not reached, but the system is
guenched to remain in thgaucheconformation, (ii) the system crosses the barrier (theraént
dihedral reaches at least®92but does not reach theEansminimum, it recrosses the barrier back
to thegaucheminimum, (iii) the system isomerises and relaxes totthasconformation. The
number of trajectories that belong to a certain categorygasen in Table 4.2 and are labeled
S, R and | respectively. The boxes are labeled with numbkesascending integer part indi-
cates increasing pressure. zero for simulations in vacuililbewsed later. Where meaningful,
a digit after the decimal point specifies the number of theutation series. The pressures in
the simulation boxes are summarised in Table 4.3. Tablella®@sathe following conclusions.
There is a strong pressure dependence in the ratio of issatiens. Virtually the whole range
from no isomerisations to all trajectories exhibiting isensations is encountered. In contrast,
the temperature dependence is much less pronounced. Hoxihabeled 5.x, there is no a clear
trend in the temperature dependence, while at lower pregbo 2.x), an increase in the ratio
of isomerisations is observed with increasing temperature

If the barrier crossing events are summarized accordingediine window they occur, the
picture becomes clearer. Let us call transitions that oactiin the first 200 fs of the simula-
tion kinetic activations (labeled K), the ones that appaterithan 500 fs are thermally activated
(labeled T). Intermediate events are labeled with M, seé&#al. Again a strong pressure depen-
dence is exhibited. More transitions are observed at lowgue. The temperature dependence

Box 190 K 237K 290 K 348 K

type | S R I| S R 1| S R 1| S R |
10| 2 0 18
20 6 2 12| 7 o0 13| 4 2 14| 1 2 17
21| 7 o 13| 5 1 14| 5 0 15| 2 0 18
22| 3 2 15| 3 1 16| 7 0 13| 2 1 17
30| 5 1 14| 7 2 11| 7 0 13| 5 1 14
4010 3 7|12 3 5| 7 2 11| 9 1 10
50|14 2 4|17 1 2|13 4 3|11 3 6
51|14 2 4|15 2 3|17 1 2|12 3 5
52|15 2 3|15 2 3|14 0 6|13 3 4
60|20 0 ©0|17 2 1|20 0 O0|16 1 3
70120 0 O
80|20 0 O 19 1 0

Table 4.2: Classification of the trajectories of state points at foumfeeratures and eight box
sizes for different pressures according to the behaviouhefreactions. S: stayeglucheR:
recrossed after a barrier crossing, I: isomerisedttans The box types are coded as follows.
The first digit indicates the pressure: 1 is very low press8reery high pressure. The digit after
the decimal indicates the serial number of a series of sitrania of the same box.
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Box | pressure at solution box solvent only simulation

type | 190 K/ bar| length/nm| box length/nm density/gcn? reduced density
1 89.4 8.415
2 257.5 6.235 6.38 0.745 0.45
3 408.9 5.815 5.92 0.932 0.56
4 1064.0 5.335 5.44 1.202 0.72
5 2432.7 5.035 5.13 1.433 0.86
6 3874.1 4.885 4.98 1.566 0.94
7 6343.1 4.735 4.72 1.840 1.10
8 10688.8 4.585

Table 4.3: Box sizes and density in the simulations. The density oidligtgon at 87 K and
ambient pressure is 1.40 g cth(box type 5).

is different for kinetically and thermally activated evenAs one expects, more thermally acti-
vated transitions are observed at higher temperatureg\tel kinetic activations do not depend
on temperature.

By estimating the activation energy from the ratio of isoisetions (Table 4.2) using Equa-
tion 4.4, we obtain a value @& = 4.1 kJ/mol for thecis-transisomerisation reaction. Although
this value is likely to be very inaccurate, it is clearly laviean the barrier in our calculated po-
tential energy surface. The energy difference fromghecheminimum to theperpsaddlepoint
is 14.2 kJ/mol (Table 4.1). However, as will be discusseer]ahost of the trajectories will cross
the barrier at a higher potential energy, and not at the spddit. This finding would suggest
that the activation energy is even higher. As this is cleadithe case, we conclude that the as-
sumption of a thermally activated barrier crossing processt valid. Obviously, the process is
dominated by kinetic activation from the initial motion doewards from the Franck-Condon ex-

Box 190 K 237K 290 K 348K

type | K M T | K M T| K M T|K M T
10| 18 0 1
2014 O0 0|13 0 0|16 0 2|18 0 8
2113 0 0|15 0 2|14 0 3|14 0 14
2217 o0 0|16 1 o011 0 2|17 0 5
3014 0 1|13 0 0]13 0 3|12 1 4
40/ 10 0 O| 8 0 1|12 o0 1| 6 1 6
50/ 6 o 0/ 3 1 1| 7 o0 o 7 1 3
54| 6 0o 0| 4 0 2| 2 0 1| 4 3 3
52| 5 0o 0| 5 0 O0| 4 1 2| 4 0 3
60| 0 0 0| 2 o0 2| 0 0 0| 2 0 2
70 0 0 O
80| o0 0 o o o0 1

Table 4.4: Number of barrier encounter events (the central dihedrajlameaches 92. Kinet-

ically activated events are shown in columns K, thermallywated events in columns T. Events
that occur before 200 fs are considered to be kineticallwated, after 500 fs they contribute to
columns T. The intermediate events are listed in columnswdnts may occur more than once
in a single trajectory.
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citation region. In fact, many trajectories traversedghecheminimum in a straight line without
relaxing (Figure 4.2). This explanation is in line with erpeental results [14], which exhibit no
temperature dependence of the reaction rate constants.

4.4.3 Viscosity Dependence

The shear viscosity of the solvent has been computed usingtiegs 4.5, 4.6 and 4.7. Results
are listed in Table 4.5 and displayed in Figure 4.4. Errorhéaverage value for the diffu-
sion coefficient, the pressure and the temperature werénebtasing the procedure described
by Allen and Tildesley [26]. The error of the viscosity wadimsted from the spread of the

Box Solvent Properties
type ratio%\ k\ Viscosity Diffusion Pressure Temperatu
190K
2 67| 26.2-8.9| 0.0048:0.0004 0.023%0.0008 25746 192.73:0.05
3 70| 28.0+:9.4| 0.0079:0.0001 0.01660.0005 4188 190.04:0.05
4 35| 10.0+3.9| 0.01506:0.0008 0.00820.0002 104215 187.64-0.03
5 18 4,7+3.0| 0.0273:0.0010 0.00420.0001 244919 189.25-0.04
6 0 0.0+2.4| 0.0372:0.0014 0.003%0.0000 383420 187.5%0.05
7 0 0.0+2.4 | 0.0239:0.0009 0.00080.0001 643222 190.73:0.04
237K
2 72| 29.9+11.1| 0.00506:0.0001 0.02680.0008 4145 236.16:-0.04
3 55| 18.6+5.9| 0.008G:0.0002 0.0194:0.0005 6929 237.10:0.04
4 25 6.7+3.3| 0.0155-0.0003 0.011%0.0003 157816 237.39-0.04
5 13 3.3+£2.8 | 0.0272:0.0007 0.006%0.0001 322236 235.7@:-0.12
6 5 1.2+2.5| 0.0376:0.0006 0.00440.0001 488538 237.66-0.08
7 0.0261-0.0004 0.000€0.0001 775544 237.33-0.06
290 K
2 70| 28.3:9.7 | 0.0055:0.0002 0.03180.0010 6046 290.23:0.11
3 65| 24.2-7.8| 0.0083:0.0002 0.021&0.0005 991%#11 290.59-0.04
4 55| 18.5+5.8| 0.0153:0.0002 0.013%10.0003 210%34 290.406-0.08
5 18 4.8+3.0 | 0.0255£0.0007 0.008%0.0001 405231 289.42-0.08
6 0 0.0+2.4 | 0.0345:0.0007 0.00580.0001 588457 289.310.13
7 0.0305+0.0012 0.000€0.0001 9345199 291.36-0.28
348 K
2 87| 47.5+22.5| 0.0055:0.0001 0.03620.0011 8217 350.06:0.13
3 70| 28.0+:9.4| 0.0084+:0.0002 0.024&0.0018 130515 348.43-0.07
4 50| 16.0+5.1| 0.0156:0.0004 0.015F0.0003 265353 348.56-0.28
5 25 6.6+3.3 | 0.0254+-0.0002 0.010€0.0002 488860 346.9720.08
6 15 3.7+2.8 | 0.0354:0.0005 0.00730.0002 700%73 351.09-0.18
7 0.0684+0.0012 0.00340.0001 1378184 349.06-0.13

Table 4.5: Reaction rate constants k and some solvent properties.o Ratisomerisations in
percent; rate constant k (in p8) estimated using Equation 4.11 ands& threshold angle.
Viscosity (in cP = 102 Pa s), diffusion coefficient (in ri#ps), pressure (in bar) and temperature
(in K) from simulations of the solvent only.
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Figure 4.4: Shear viscosity as a function of temperature and box types{tg. For the exact
density of each box type see Table 4.3. The viscosity isallytindependent of temperature. On
the other hand, the viscosity increases significantly witlreéasing density, i. e. pressure. The
density of liquid argon at 87 K and ambient pressure is 1.4ng%(box type 5).

independent results from the off-diagonal elements of tlesgure tensor (Equation 4.8). The
calculation of the errors in the rate constant is descriteovbfor Table 4.6. Box parameters for
the solvent-only simulations are listed in Table 4.3. Thgdsoare large enough to expect that
box-size effects are absent [68], and thus the obtainedsitses really correspond to macro-
scopic shear viscosities.

Figure 4.4 shows that the viscosity depends strongly on émsity and thus the pressure.
This effect is exploited in experiment to change the vidyasithe solvent without changing the
solvent itself. On the other hand, the viscosity is basycaltlependent of temperature. This is
what is expected theoretically for a liquid at constant dgns

Results for the rate constakt(in ps 1) calculated using Equation 4.11 for a wide range
of threshold angles are given in Table 4.6. From the restltemeated series of simulations
(Table 4.2), one can estimate that the error in the numbesarherisations is about two per
series. From this information, error limits were derived #isted in Table 4.6. Similarly, results
for the parameteA (Equation 4.13) are listed in Table 4.7. Experimental valtor apolar
solvents [14] at 295 K aren-nonane 0.36 cP/psi-octane 0.32 cP/psi-hexane 0.23 cP/ps;
pentane 0.16 cP/ps. Results within this range are writtdoold in Table 4.7. Experimental
and computational results match quite well. A thresholdairgythe range from 40to 60" is
suggested by the results. This coincides withdhecheminimum, but there need not be any
causal relationship.
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Box Threshold angle / degree
type 20 30 40 50 60 70 80 9
190 K
1| 128+38 92+-28 6H21 5416 43£13  34+10 28.8:8.7 23.5:7.1
2| 62+21 45+15 34+11 26.2£8.9 20.8:7.0 16.7A5.7 13.3:4.5 11.0:3.7
3| 67+22 48+16 3612 28.0£9.4 22.H7.4 17.6:5.9 14.0:4.7 11.0:3.7
4124.0+9.3 17.0t6.6 12.8:5.0 10.0:t3.9 7.8:3.0 6.2t2.4 5.1H2.0 4.1H1.6
5(11.3:7.3 8.0t5.1 6.0:3.9 4. A3.0 3. 423 2919 2314 1.8:1.1
6| 0.0£459 0.0t4.2 0.0:3.1 0.0t2.4 0.0t1.9 0.0:k1.5 0.0t1.1 0.G:t0.8
237K
2| 7127 51419 38+14  30+11 23.8:8.9 19.0:7.1 15.0£5.6 12.2t4.5
3| 44414 31.8:10.0 23.87.5 18.6:5.9 14.6:4.6 11.8:3.7 9.2£2.9 7.3:2.3
4116.0648.0 11.4:5.7 8.6t4.3 6.743.3 5226 4.H2.0 3.3:1.6 2.8t1.4
5| 8.0£6.9 5HA 49 4.2:3.6 3.3t2.8 2.6t2.2 2.0:1.7 1.6t1.4 1.3t1.1
6| 2.946.2 2.0:44 15:-3.3 1.2t25 0.9:2.0 0.A1l5 0.6t1.2 0.4:0.9
290 K
2| 67+23 48+17 3612 28.3t9.7 22.4:7.7 18.0:6.2 14.3t4.9 11.6:4.0
3| 58+19 41413 31.2:10.0 24.27.8 19.2:6.1 15.284.9 12.6:4.0 10.0:3.2
4| 44414 31.8:10.0 23.9%-7.5 18.5:5.8 14.5:4.6 11.4:3.6 9.43.0 7.6:2.4
5(11.6:7.4 8.2:5.2 6.2:3.9 4.8:3.0 3.8:24 2.9:1.8 2.3t1.5 1.9:1.2
6| 0.0:45.8 0.0b4.2 0.0:3.1 0.0t2.4 0.0t1.8 0.0:k1.4 0.0t1.1 0.Gt0.0
348 K
2| 113+54 81+38 61429 47422 3818 30£14 25412 19.689.3
3| 67+22 48+16 3612 28.0£9.4 22.2:7.5 17.5:5.9 13.9:4.7 11.8t4.0
4| 39+12 27.3t8.8 20.6:6.6 16.0:5.1 12.4:4.0 9.6:3.1 7.8:2.5 5.9:1.9
5/16.2:8.0 11.4t5.6 8.6:4.2 6.6:t3.3 5.1H25 3.9-2.0 3.3t1.7 2.6:1.3
6| 9.0£7.0 6.3:t49 4.8:3.7 3. A28 2923 2.2:1.7 1914 1.5:1.1

Table 4.6: Rate constants k, in p8$, for several threshold angles, obtained from a series of
simulations at the usual temperatures and box types. Estongsing Equation 4.11

Table 4.5 shows several macroscopic properties of the sodwehe usual state points. Some
of the solvent properties correlate appreciably with the canstant. These properties are shown
in Figure 4.5. The correlation with the self diffusion coeint is slightly better than with the
inverse viscosity. This finding suggests that the formerhgter measure for the reaction rate
constant. This implies that the motion of the phenyl rings\@e like a particle escaping from
its solvation cage than displacing a continuous medium klrapat the Lennard-Jones sizes of
the moving patrticles, this explanation is plausible. Thentkter of an argon atom is 0.34 nm,
while the diameter of a phenyl ring is 0.75 nm, and its thideis 0.24 nm. So the sizes of the
moving particles are very similar. A similar conclusion lhagn reached for the self-diffusion of
water [69]. However, the quality of the correlation coeffitl is disputable. The next paragraph
demonstrates that it is quite sensitive to small changdseinvly the reaction rate is calculated.

The rate constant as calculated up to here comprises batidatly and thermally activated
barrier crossings. This procedure seems legitimate, &sgathways are likely to be observed in
experiment. However, two objections may be raised. Firgitly number of thermal activations
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Box parameteA = nk
type [cP/ps]
Threshold angle / degrees Axin
20 30 40 50 60 70 80 9Q 50
190K
2| 0370 0.175 0.132 0.103 0.082 0.066 0.051 0.0430.103
3| 0526 0374 0.283 0.220 0.174 0.139 0.110 0.087 0.168
4 | 0.359 0.254 0.191 0.149 0.118 0.092 0.076 0.062 0.149
51| 0.247 0.175 0.132 0.101 0.079 0.063 0.048 0.0380.101
6 | 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000.000
237K
2 | 0.449 0.209 0.157 0.122 0.097 0.076 0.059 0.0500.121
3| 0352 0253 0.190 0.148 0.116 0.094 0.074 0.058 0.148
4 | 0.248 0.177 0.134 0.103 0.081 0.063 0.051 0.0430.103
5] 0159 0.114 0.085 0.066 0.051 0.039 0.031 0.020.032
6 | 0.107 0.076 0.057 0.044 0.035 0.027 0.021 0.019.000
290 K
2| 0364 0.228 0.171 0.133 0.105 0.083 0.066 0.05b 0.101
3| 0479 0.342 0.258 0.200 0.159 0.126 0.104 0.082 0.200
4 | 0.680 0.487 0.366 0.284 0.223 0.175 0.148 0.116| 0.247
5] 0.150 0.107 0.080 0.062 0.049 0.037 0.030 0.020.062
6 | 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000@.000
348 K
2| 0582 0416 0.383 0.244 0.194 0.154 0.127 0.100f 0.156
3| 0562 0.403 0.302 0.235 0.187 0.147 0.117 0.099 0.179
4 | 0.606 0.427 0.323 0.251 0.194 0.150 0.123 0.092 0.129
5| 0409 0.222 0.167 0.129 0.099 0.075 0.061 0.04b 0.029
6 | 0.320 0.224 0.172 0.130 0.104 0.079 0.066 0.05p 0.041

Table 4.7: A parameters for several threshold angles, obtained frorarges of simulations at
the usual state points and using Equation 4.13. Bold: valuéisin the range of experimental
results (0.16 and 0.36 cP/ps). The rightmost column costesults when only the kinetically
activated events are used for the calculation of the ratestaomt. See text.

is determined by the lifetime of the excited state in expenm In our study, it depends on
the simulated time span, as deactivations are not consid&econdly, the number of thermal
activations depend on the temperature. When applying Equéatl2 in analysing experimental
results, these events may be erroneously attributed totheation of DHP, so will not enter the
parametei. If this is the case, it would make sense to consider only thetic activations to
calculate the parametdy;,. Such results are given in Table 4.7 in the rightmost columh a
in Figure 4.5 in the lower panels. The results do not changehmas the thermal activations
are rather rare. The impact on the regression in Figure 4rtore pronounced: The correlation
coefficient with the inverse viscosity reaches the same lesavith the diffusion coefficient.
However, it is uncertain which type of calculation bettertoh@s the experiment.
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Figure 4.5: Linear regression of the inverse shear viscosity and thieigldn coefficient of the

solvent with the reaction rate constant k. Error bars are whdor the points with estimated
standard deviation from the three series of simulation(types 2 and 5). (1) Normal rate
constant, (2) Rate constant including kinetic activationyy (see text), (a) Inverse viscosity, (b)
Diffusion coefficient in nfips. Calculated using &0° threshold angle. Results from the linear
regression are shown as insets.

4.4.4 Average Trajectories

Figure 4.6 shows trajectory averages only of isomerisatiotransfor each state point. There
is no difference between the trajectories in the first 60 fihefsimulation (Phase A). After that,
a pressure dependent behaviour is observed. However, ¥iagidas are still minor in phase B,
which lasts up to 120 fs. Then the motion of the molecule isenstmongly quenched, strictly with
increasing pressure (phase C). This finding is clear evilémica pressure-dependent solvent
friction which damps the molecule’s motion more effectyweiith increasing pressure. In Phase
D there is a clear motion towards ttransminimum.

The initial motion of the dihedral angles is very rapid. Aféédout 40 fs, thgaucheminimum
is reached. This is in good agreement with Myers and Mathié$§ which concluded from
resonance Raman experiments a dihedral angle changé of 2 central ethylenic bond in 20
fs only. In our simulation, this dihedral angle change i<heal after 25 fs.

The trajectories in phase C of Figure 4.6 all show an intergdeature. The slope of the
trajectory @rp/ot, “speed of reaction”) decreases after the barrier (&) 82s been crossed.



4.4. Results and Discussion 69

180 A B
150

120

central dihedral angle / degree

100 200 300 400 500 600
time / fs

Figure 4.6: Averaged trajectories of simulations at 190 K that exhigaimerisations to theans
minimum (class | from Table 4.2). Box types (Table 4.3) oreiasing pressure is indicated by
different line styles and numbers.

This is in contrast to the expectation that the moleculexedauickly to the minimum once the
barrier has been crossed. There are two reasons for thevetddsghaviour: (i) the phenyl rings
need to rearrange before the central dihedral is able t&,réipsolvent friction is particularly
effective in this region. The solvent effects can be ingggtd by comparing to the simulation
of the isomerisation in vacuo. The vacuum simulation is pkdy a poor representation of the
gas phase reaction, in which internal vibrational energlystebution (IVR) is likely to be an
important relaxation pathway, but not allowed in the sirtiola However, it is consistent with
the simulations of the system in solution, in which the iat#ion with the solvent is assumed to
be the major source of relaxation. Figure 4.7 shows the d#heaigle trajectories of the system
in vacuo (dashed lines) in comparison to the system in solgolid lines). Only the trajectories
that exhibited isomerisation were averaged and are shotinstandard deviations (thin lines).
The trajectories originate from simulations at 190 K in a lo66.035 nm edge length, which
corresponds to the highest pressure of a system in whicheissations still occurred. The phenyl
ring torsion angles are also shown. Trajectories in botlwwacand solvent show that during the
flattened phase of the central dihedral angle (between 10@%M fs) the motion of the phenyl
torsion angles is reversed. Figure 4.9 shows a peak in tivergedolute interaction potential
energy at 250 fs, exactly the time when the dihedral angl&sguare 4.7 do not change much.
The dot-dashed line in Figure 4.7 represents the angle beatte plane of the two phenyl

rings. This angle may serve as a measure of impact of theaaam the solvent. One can see
that in the early phase of the reaction, up to approximatey/f§, this angle does virtually not
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Figure 4.7: Averaged trajectories of simulations at 190 K that exhigaimerisations to theans
minimum with 6.235 nm box size. Solid lines: central and dmenpl torsion dihedral angles,
together with standard deviations. Both phenyl torsionlaagre similar, but not identical.
Dashed lines: Trajectory of a single simulation of the syste vacuo. As the system is simu-
lated from a symmetric initial conformation, the two traj@ges of the phenyl torsional angles
coincide. Dot-dashed line: angle between the plane norwiise two phenyl rings.

change. Afterwards, there is a substantial change, whinlcédy correlated with the flattening
of the central dihedral angle trajectory (solid line) aftdras crossed the barrier at92

4.4.5 Some Individual Dihedral Angle Trajectories

The initial downhill motion (Figure 4.6 phase A, both ceh@ad phenyl dihedrals involved)
and the barrier crossing (primarily central dihedral imeal) occur in different directions in
conformation space. In other words, there is a bend betweetirte connecting theis peak
to thegaucheminimum and the line connecting tligaucheminimum to the barrier saddlepoint
in Figure 4.3. Thus, a transfer of angular momentum is reguior isomerisation, although the
potential energy might easily reach a value above the laiftes observation is confirmed by
looking at individual trajectories, e. g. in Figure 4.8. Botajectories come from the same series
of simulation with equal temperature and pressure. Howéwesolid line shows a trajectory that
leads to isomerisation, while the dashed line representgectory that ends up in thgauche
minimum. Looking at the energy trajectory of the latter,sitevident that the potential energy
reaches approximately 45 kJ/mol, which is considerablynéighan the barrier. So, from an
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Figure 4.8: Examples of two individual trajectories at 290 K and 5.035loR size. The solid
line depicts a trajectory that leads to isomerisation tottasregion, while the dashed line does
not. Upper part: Potential energy trajectories; lower padihedral angles trajectories.

energetic point of view, a barrier crossing would easily bgegible. It does not take place because
the conformation is not in the vicinity of the saddlepoint.

Looking at the other trajectory (solid line), the maximuntgudial energy (apart from the
initial part) is much lower than in the first one. Neverthelgsis comfortably above the barrier
height and exhibits an isomerisation. Interesting is atfamnthe trajectory flattens between90
and 120 for the central dihedral angle. The major difference betwibe two trajectories in the
first phase is the evolution of the phenyl torsion angles. |g\hiese angles are heavily distorted
to nearly—30° in the trajectory without isomerisation, they are drasyoguenched in the other
trajectory and hardly reach10°. This effect directs the motion of the molecule towards the
saddlepoint and over to thieansregion. A sample trajectory is shown in Figure 4.2 as a white
line. The barrier is also clearly visible and is straight bart, = 92° line.

Looking at Figure 4.2, it is not difficult to imagine why therbar is rarely crossed at its
minimum energy point. Falling down from the initial Fran€ondon region in the upper right
corner in Figure 4.2, the molecule keeps its reaction doacwvhen climbing the wall on the
other side of thegaucheminimum. By looking carefully at the contour lines when dtimg,
one realises that the driving force towards the barrier tsyeoy strong, as the contour lines are
crossed nearly perpendicularly.
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4.4.6 Reason for the Barrier-Recrossings

Several trajectories exhibit barrier recrossings, i. e.lhrrier is actually crossed, but ttrans
minimum is not reached, and the molecule is rather pushekl toate gaucheregion, without
prior relaxation. This behaviour is shown in Figures 4.3 &&1 Beyond the barrier, the potential
energy surface does not exhibit any back-driving gradidriterefore, the force reverting the
inertial motion of the molecule must have another sourcevéder, the gradients of the potential
energy surface along the central dihedral angle are rathalt,sas opposed to the gradients along
the phenyl torsion angles (mind the scaling of the pictufeb@®potential energy surface). This
is likely to have two consequences: (i) The driving force ithexr minimum is not very strong.
Thisisillustrated in Figure 4.6. In phase C, after the leatnas been crossed, the central dihedral
angle does not move as fast as in phase A, even for the vacajeuttry. At the same time, the
phenyl torsion angles change vividly (Figure 4.3). (ii) Tlbece required to revert the motion of
the central dihedral angle does not need to be very large.

40.0 - JR—
pushed back

— — — stayed gauche
— — isomerised to trans

30.0

20.0

normalised E_ (solute-solvent) / k/mol

0 100 200 300 400 500
time / fs

Figure 4.9: Averaged trajectories of the solvent-solute interactianeptial energy of three

classes of trajectories as defined in Table 4.2. The initsli® of each individual trajectory

has been subtracted. Average trajectories with examplar éxars on every first maximum are
shown. An arbitrary set of 12—15 trajectories per reactitess has been averaged.

Figure 4.9 shows averaged trajectories of the solute-sblageraction potential energy for
the three classes of reactions from Table 4.2. These clasbdsit qualitatively different be-
haviour. (i) The reactions which are immediately quenchedhe gaucheminimum (short-
dashed line) encounter a high peak of 29 kJ/mol at 70 fs. Bidase, the solvent atoms form
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a high energy wall which cannot be broken through. Thus ismatons are not possible. (ii)
The isomerisations (long-dashed line) feature a low ped&kkadfmol at 90 fs, then a basin, and a
second peak of 13 kJ/mol at 260 fs. The first frictional bais@vercome, and the first solvation
shell relaxes a bit while the isomerisation continues. Témord peak is overcome when the
transregion is reached. (iii) The barrier recrossings (solié)iare characterised by a broad lobe
between 14 kJ/mol / 100 fs and 16 kJ/mol / 220 fs. These femtane present in the individual
trajectories in a more or less pronounced manner, and arartifaicts of the averaging. The
error bars on every first maximum demonstrate that the tHasses of trajectories are quite well
separated.

The three classes in Table 4.2 can also be characterise@ lepéngy fluxes between differ-
ent types of energy. The first phase is equal for all threesekasthe solute’s potential energy
is transformed into kinetic energy of the solvent. The sedcphase is different for the three
classes. For the trajectories that remain ingaecheminimum, the solvent kinetic energy is
transformed into potential energy of the solute-solvergraction (see the high short-dashed
peak in Figure 4.9). In the next phase, the energy moves ynatal the solvent. Afterwards, the
energy fluxes become less clear.

In the case of a transition, the kinetic energy of the solsitmainly transformed back into
intermolecular potential energy in the second phase, 5 @sed to climb the barrier. Only a
small fraction flows into solute-solvent interaction pdtahenergy: The long-dashed peak near
100 fs in Figure 4.9 is much smaller than the short-dashedAiter the barrier transition, there
is again a peak in the solute-solvent interaction potertiakgy, which is overcome by slowing
down the molecule’s motion.

For a recrossing event, the solute’s kinetic energy isitigked to all three solvent-internal,
solute-solvent, and solute-internal potential energi¢le second phase. Because the increase in
solvent-internal and solute-solvent potential energgedaw, it is still possible for the molecule
to overcome th@erp barrier. Unlike in the other cases, the solvent-internal solute-solvent
potential energies keep increasing. These high potemtebees last over a relatively long time
period (see the broad solid lobe between 100 and 250 fs ind-#@) and cause the inversion of
the molecule’s motion and eventually make it fall back toghecheregion.

Figure 4.10 shows the effect of the first solvation shell anrttolecule. One can see that the
solute-only energy trajectories (thin lines) coincidehwtihe vacuum trajectory within the first
60 fs. For the trajectories that involve barrier transisioime similarity to the vacuum trajectory
lasts up to 170 fs, which is well after the barrier has beess®d. Thus, the trajectories of the
solute plus the first solvation shell (thick lines) give appriate representation of the solvent
effect during the reaction. At first sight, it looks like th&jectories that stay in thgauche
region have the lowest barrier (thick short-dashed lind)is&n artifact of the representation:
As these trajectories do not reach the barrier, the energgires small. It can clearly be seen
that the solvent causes an increase of the barrier heightharbarrier is shifted to earlier time.
To a lesser extent, the same is true for the other two reactamses. The solute-only potential
energies reach a higher level, because the barrier is incfeeded in these cases. The solvent
effects of the two classes show qualitatively differentdieas. For the isomerisation class (long-
dashed lines), the solvent effect causes an increase oathierby approximately 7 kd/mol. In
the recrossing class (solid lines), the barrier is incrédsetwice this amount and also becomes
substantially broader.
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Figure 4.10: Potential energy trajectories of the solute only (thin Bh@nd together with the
first solvation shell (thick lines). The same three reactit@asses as in Figure 4.9 are shown.

4.4.7 Behaviour on the Barrier

Figure 4.11 shows at which positions the barrier is cros$éd.vast majority of dots lies in the
region around-20° for both phenyl ring torsion angles. At the same time, thesamaarly exclu-
sively kinetically activated events that occur before 20(circles). The later events, which are
thermally activated, scatter around the barrier saddie@aiO for both dihedral angles (pluses
and crosses). However, some transitions still occur rddrdrom the saddlepoint.

Table 4.8 gives averages of the barrier crossing locatiodseerages according to increasing
time window. The vast majority of the barrier encounter @garccurs in the two first time
windows, before 200 fs. Their average energy is approxipatekJ/mol above the saddlepoint,
and their location is 200ff the saddlepoint for both phenyl torsion angles. Howetlez later
events are quite close to the saddlepoint on average amcttiezgy is approximately 4.5 kJ/mol
above its energy.

4.4.8 Barrier Close-ups

As a side product of the simulations, a detailed potentiatgyn surface of the barrier between
the gaucheand thetrans minimum was obtained. This barrier plays an important ral¢hie
photoisomerisation dfans-stilbene [12, 30, 31, 33, 36, 37, 51]. From their experirakstiudies,
Schroeder et al. [33] draw the following conclusions: mdithensional barrier effects are im-
portant, and the barrier sharpens if another coordinaggepelicular to the reaction coordinate is
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Figure 4.11: Cloud plot of the locations of all barrier crossings. The taxes represent the
phenyl torsion angle values when the central dihedral acgbsses the barrier gr= 92°). Cir-
cles: early crossings (before 200 fs); intermediate crossings (between 200 fs and 5004s),
late crossings (after 500 fs). The averages of the threeasetgiven by larger symbols.

time averages number
window | left torsion right torsion  energy energy above of

/ ps / degree / degree [/ (kJ/mol) saddlepoint/ (kJ/mokvents
0.0-0.1 -20.0 -20.7 34.9 20.7 102
0.1-0.2 -18.3 -18.0 32.9 18.7 243
0.2-0.4 -2.6 1.7 20.2 6.0 5
0.4-0.8 3.5 0.5 18.8 4.6 18
0.8-1.6 -14 0.1 18.5 4.3 27
1.6-3.2 -1.7 -1.6 17.9 3.7 16
3.2-6.4 -2.8 -0.3 18.0 3.8 16

Table 4.8: Average barrier crossing locations with correspondingrage energies, depending
on the time window they occur. The vast majority of the cragsiare kinetically activated.
They occur before 200 fs and cross the barrier far off and malobve the saddlepoint. The
thermally activated events pass the barrier close to thellsgubint on average, but still not at
the saddlepoint’s energy.
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excited. Figure 4.12 (b) shows a picture of this situatiofni/the barrier is relatively flat in its
minimum, the curvature is stronger towards the walls of taeier. However, in Figure 4.12(a)
our calculations show a different picture: The barrier dletiser towards its walls. This finding
suggests that the postulate about the special properttbg bfarrier is not true. In this case, the
discrepancy between the experimentally observed factpeadictions by RRKM theory is not
resolved satisfactorily.
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Figure 4.12: Barrier close-up views. (a): Barrier between tgaucheand thetransminimum as
obtained from ourb initio calculations. Distance between the contours: 2 kJ/mol. Bayrier
shape as suggested by Schroeder et al. [33]. Distance bettlieecontours: 0.1 arbitrary units.

Yet, it is likely that the multi-dimensionality of the baer plays an important role in the
photoisomerisation dynamics. This is certainly the caseif®@transisomerisation, according
to our simulated reaction trajectories. In the case oftthas-cisisomerisation, the starting
point of the reaction is not in a high-energy region, buteaitiose to the shallow minimum. In
this case, all reactions must be thermally activated. Olouations suggest that even in this
case the barrier crossings do not occur straight througbkatdlepoint. In other words, modes
perpendicular to the reaction coordinate are excited. Theimulti-dimensional character of the
barrier is an important aspect, as suggested by Schroede(&3].

4.5 Conclusions

We have simulated the photoisomerisationcefstilbene in solution at several temperatures
and pressures. The potential energy surface of the stilimahecules is calculated kgb initio
guantum chemistry and is represented by a finite elemends Jilhis representation allows a
great reduction of the computational expense of the quacthuemistry. In the whole study, 4
million time steps were performed, and only 2225 expliciaguum chemical calculations were
required. This gives an enhancement factor of 1800 comparadbrute force approach.
Although a rather crude model of stilbene and a low-levelnfua chemical method was
employed, the results are in reasonable agreement withiexgr&. The correlation between the
reaction rate constants and the solvent shear viscosigyntded by the parametex in Equa-
tion 4.12, is correctly reproduced. However, in experintbetA parameter is independent of
temperature and pressure, and the linear correlationkegtr In our studies, there is quite some
spread in the values of th& parameters dependent on both pressure and temperatume but
trends are evident. We found that the reaction rate constarglates with similar accuracy with
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the diffusion coefficient of the solvent. This indicatestfliar comparison with the reaction rate
constant, a microscopic transport property is as suitab&elaulk property like the viscosity.

Since the reaction starts from a very high energy regios, a nighly non-equilibrium pro-
cess. Most barrier transitions occur in one go after phatitetion without prior relaxation to a
minimum (kinetic activation), so no subsequent thermalvation is necessary. The transition
energies are nearly 20 kJ/mol above the barrier saddlep@ietalso observed thermally acti-
vated barrier crossings. They average on the barrier sacidke but with a considerable scatter.
The picture of a minimum energy path of a reaction is inappabg, especially for kinetically
activated events.

We observed events in which the barrier was crossed, but timmwas reversed. This
behaviour could be clearly attributed to a solvent effette $olvent forms a long-lived dynamic
energy barrier.

Many other authors assume a minimum on the potential enendgice of the first excited
state at the 90conformation. Our present study suggests that this stather at agauche
conformation near a S30twist angle. This state is reached very quickly, approxatyab0 fs
after excitation, as suggested by Abrash et al. [13], inddeet of solvent friction. Similar
suggestions were brought up by Myers and Mathies [70]. loissible that the conformation
probed experimentally is indeed tgaucheconformer. This would explain the lack of spectral
evolution after 100 fs. The experimentally observed exptinedecay could then have a different
origin than a barrier near thas Franck-Condon region. It might be that the process which is
experimentally monitored is the barrier crossing or othHemels of disappearance from the
gaucheminimum. The former involves frictional solvent effectsathare reproduced by our
study in respect to the experimental work by Nikowa [14], ihihe effects important for the
latter are ignored in our study.






Chapter 5

Simulation of the 3 Domain of
Metallothionein

5.1 Summary

The 3 domain of rat liver metallothionein-2 in aqueous solutioaswsimulated with different
metal contents. The Gdand the Cd Zp variant plus the Zgvariant were investigated using a
conventional molecular dynamics simulation, as well asrautation with a quantum-chemical
description (MNDO/d) of the metal core embedded in a clasginvironment. The results were
compared to the corresponding experimental X-ray crysjediphic and NMR solution data. The
purely classical simulations were found to produce too cachp metal cluster with partly in-
correct geometries, which affected the enfolding proteiokibone. The inclusion of quantum
chemistry for the treatment of the metal cluster improvedrdgsults to give correct cluster ge-
ometries and an overall protein structure in agreementeyigeriment.

5.2 Introduction

Metallothioneins are a class of small proteins with a highteot of cysteines. They are capable
of binding large amounts of heavy metals such as zinc, cadnaind mercury. Their primary
function is believed to be detoxification of heavy metal iofihis function requires a broad
but strong affinity for various toxic heavy metal ions. Raelimetallothionein has 61 residues,
of which 20 are cysteines. It binds seven heavy metal ionsvordomains which are quite
independent. In th@ domain, consisting of residues 1-30, three metal ions anedcwated
by nine cysteines. Tha domain (residues 31-61) binds four metal ions to eleverecyss.
The cysteines are deprotonated and coordinate the metaletrahedral fashion, similar to the
structure of zincblende. The structure of rat liver metailonein-2 has been solved by NMR [71]
and X-ray crystallography [72]. A previous X-ray structlif@] was proven to be incorrect [72,
74]. The NMR structure contains seven cadmium ions, whetleas<-ray structure has four
cadmium ions in thet domain, and a Cd Zncomposition in thgd domain.

Simulators often hesitate to investigate proteins invajvneavy metal ions. The reason is
the lack of reliable force fields for these metals. The GROMQSe field [19], for example,
contains parameters for zinc, but they have never beenubblyp tested. Parameters for cad-
mium are not generally available. The present work compdw@performance of the standard
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GROMOS force field, extended by estimated parameters fanitad, to simulations with a
semi-empirical treatment of the metal core embedded inssidal environment. In the case of
metallothionein, primarily structural aspects are ofiagt. However, in many metalloproteins,
the metal core displays catalytic activity (e. g. zinc inadlol dehydrogenase), enables electron
transport (e. g. iron and copper in cytochromes), or captligét (e. g. magnesium in conjunc-
tion with porphyrin in the photosystems of plants). Thesgpprties and processes are certainly
not suitable for a purely classical description.

Only the3 domain of rat liver metallothionein-2 is considered in tlhegent work. Experi-
mental structures are available for thes@ahd the Cd Zp variants. Both structures are closely
similar [74], having the same metal-sulphur cluster geoieetind a similar polypeptide fold. A
more detailed comparison is given in Section 5.4.1 below.

Figure 5.1 shows a close-up of the metal core of}ld®main of metallothionein, containing
two zinc ions and one cadmium ion. There are two types of sufpha bridging type which
is coordinated to two metal ions (from Cys7, Cys15 and Cys2dgl a terminal type which is
coordinated to a single metal ion. The metals and the brgdgirphurs form a twisted six-
membered ring.

5.3 Methods

In order to simplify notation, let us first introduce some @dsations. We denote a purely classi-
cal molecular dynamics simulation as MDc. A molecular dyiesnsimulation with a combined
guantum-chemical/force-field potential energy functi®dénoted as MDg.

Three metal center variants were simulateds,God Zrn, and Zry. All three variants were
simulated both fully classically (MDc) and combined witle tsemi-empirical method MNDO/d
[24] (MDq). For the Zn cluster, also MNDO without d-orbital extension was emphthy&he
coupling scheme between the quantum-chemical core andabsaal environment is described
in detail in Section 1.3.3. The quantum-chemical part imgslthe three metal ions, the cysteinic
sulphur and3 carbon atoms, and the attached hydrogen atoms. Thus, inudrgugmn-chemical
core, the cysteines are reduced in size to methylthiold&esthe MDc simulations, force-field
parameters for zinc were taken from the GROMOS96 force fief] dnd those for cadmium
were estimated as described in Section 5.3.2 below.

The structure of th@-domain of rat liver metallothionein-2 (residues 1-30, tegming the
three-metal cluster) was obtained from the X-ray strucfdg¢ (PDB entry 4MT2). Thex do-
main was chopped off. The resulting structure of the Cgldunster was used as initial structure
for the simulations of all three variants. A separate enengyimisation for each variant and
force calculation scheme (MDc or MDq) was carried out proaty dynamic simulation. The
NMR structure [71] of the Cglvariant was used for comparison (PDB entry 2MRT).

5.3.1 Computational Details

All four lysines in thep domain were protonated and the two aspartic acids deprignahe
protein domain was simulated in a periodic box of water witintated-octahedral shape. A
minimum protein-to-wall distance of 1.4 nm was used, givantptal of 2745 water molecules
and 8446 atoms. The volume of the box was constant.

For all classical atoms, the GROMOS96 [19] force field 43AXkweaployed. Water was
modeled using the simple point charge model (SPC, [75]).ssital bonds were constrained
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Figure 5.1: Close-up of the metal core in the X-ray structure. The larg# tepresents the
cadmium ion, the two dark balls represent the zinc ions, &edstnall light balls represent the
sulphur atoms. The cysteine side chains are displayed essticks. The sulphur atoms of Cys7,
Cys15 and Cys24 form bridges between the metals, while tiee stilphur atoms are terminally
coordinated.

to a relative geometric accuracy of 10[48]. For the non-bonded forces, a twin-range cutoff
of 0.8 / 1.4 nm was used with a reaction field correction [4@-(= 54, as determined for
SPC water [76]). The short cutoff defined at the same timerntesface region of background
partial charges that enter the quantum-chemical calomstiMore precisely, the classical partial
charges of any charge group having at least one member c¢heseithe short-range cutoff of
0.8 nm to any quantum atom, were included in the quantum-datiealculation. This led to an
interface region usually consisting of the whole domairsgshell of water, totally comprising
about 655 atoms.
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In the quantum-chemical core, the metal ions had a formalagian state of-2 and were
coordinated to deprotonated methylthiolate. Totally, ¢uantum core had the composition
M3(CH3S) and was charged-3 e, where M is a placeholder for any metal, Zn or Cd. One
of the hydrogen atoms of each methylthiolate served as liokna The quantum-chemic@k
carbon atom was linked to the classicacarbon atom by means of a bond-constrained link
atom approach as described in Section 1.5. Hydrogen atomeswged as link atoms and the
bond length ratio was 0.6948.

The protein and water were separately weakly coupled to peemture bath of 300 K using
a 0.1 ps coupling time [47]. The time step for the MDc simaas was 2 fs. In the MDq
simulations, 0.5 fs was used to account for the unconstldoads in the quantum-chemical
part. The non-bonded-interaction pair list was updateadye¥6 fs. Simulation of a trajectory
of 10 ps on a 450 MHz dual-processor pentium-Il computer taaighly 1/4 h for an MDc
simulation, 14 h for an MDq simulation based on MNDO and 30raio MDq simulation with
MNDO/d. The simulation elapsed times were about 8 ns in thecMiinulations, and about
250 ps in the MDq simulations.

5.3.2 Estimation of Van-der-Waals Interaction Parameterdor Cadmium

The van-der-Waals interaction parameters for cadmium wstienated using the GROMOS96
[19] zinc parameters as a starting point. The basic stractithe metal clusters in metalloth-
ionein is equivalent to the mineral form of the metal sulfidgacblende and cadmiumblende.
Knowing the structure and the density of the latter, and tlasses of the involved atoms, a
metal-sulphur distance can be derived. The values showabie™.1 are very close to those
in the X-ray [72] and NMR [71] structures of metallothioneidowever, the latter values may
result from the bond restraints applied in the structur@esfient process.

The zinc parameters were scaled to reflect the larger bogthiém cadmium, while retaining
the depth of the minimum of the van-der-Waals term in theddield. Usingr = lcq-s/1zn-s the
ratio of metal-sulphur distances in the mineral, we obthedcalings

= 1o (5.1)
\/Ct\éltalve _ r12\/C2/:/1ere (5_2)

wherevCs* andvCYe"e are the GROMOS96 van-der-Waals parameters for zinc. Thitsese
listed in Table 5.1.

Mineral Density metal-sulphur van-der-Waals parameters
distancdy_s oy VClwelve
glen? nm | (nmf kI/molg  10-3(nm*2 kJ/mol)e
Zincblende 4.102 0.234 0.02045 0.09716
Cadmiumblende 4.82 0.253 0.03267 0.24790

Table 5.1: Some properties of metal sulfides, and non-bonded-interaftirce-field parameters
for zinc and cadmium.
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5.4 Results and Discussion

Both, the MDc and MDq simulations with the semi-empiricaltheel MNDO/d were able to
maintain the overall structure of the protein. However, M&hopulations using MNDO with-
out extension to d orbitals failed in this respect. The melaster disintegrated after a short
simulation period of 15 ps. This was not an accidentally olestunfolding event: Two more
simulations with different starting velocities sufferdtetsame fate. Therefore, only the MDq
simulations with MNDO/d will be discussed.

The following subsections give more details and comparerdlalts of the two methods
against each other and against experimental data. The@msestorganised as follows. Tables
and figures show results grouped in terms of properties ssitloiad lengths or NOE distances.
To avoid confusion, the discussion in the text is groupe@ims of comparisons: comparisons
between experimental and simulated structures, compexrisetween MDc and MDq simulated
results, or between GdCd Znp, and Zry variants.

5.4.1 Comparison of the CdZn X-Ray Crystal Structure with the Cd3
NMR Solution Structure

The structures of the Cd Z2n(X-ray, [72]) and the Cg variant (NMR, [71]) derived from ex-
perimental data are very similar [74]. In particular, thetaheores have the same coordinative
bonds and metal-sulphur cluster geometries. The polygeftids are closely similar. However,
the polypeptide loops linking the metal-coordinated ayste are less well defined in the NMR
structure. This finding is attributed to the absence of rgsécondary structure and the high
degree of dynamic structural disorder.

Figure 5.2 shows the experimental structures and the ategcat the end of the simulations.
The top row shows the NMR structure to the left and the X-raycstre to the right. Both
structures look similar indeed: The metals and sulphursieagly identical and the overall fold
is the same, however, with quite some variation in the logbween the cysteine residues. There
is a difference in the direction of the side chain of Cys13:itHa X-ray structure it faces the
sulphur from the top-front, while in the NMR structure frorahind.

Figure 5.3 shows the backbong &tom distances between the X-ray and the NMR structure.
The average distances of tbgsteine residueare 0.18 nm for the g£atoms, 0.14 nm for the
atoms, and 0.03 nm for both the sulphurs and the metals. Tked-swdphur configurations are
very similar. The distances increase with increasing degdrom the metal core, both atom-
wise within the cysteines and residue-wise in the entireaomThis is not surprising because
the cysteine sulphur atoms were superimposed.

The positional difference between cysteing &oms is about 0.2 nm on average, which
is reasonable considering the difference between metaisatmd environment. However, the
average difference over all;Gatoms is about 0.3 nm which reflects a high degree of flexybilit
which is most probably due to the absence of regular secgrstarcture and its stabilising
hydrogen bonds.

There is a large variation in theyQoositions of individual residues. Not surprisingly, the
cysteines mostly exhibit a very low variation. An exceptisrCys13, which was previously
mentioned as having a different side chain orientation @t#o structures. There is a region of
large deviation from Thr9 to Ser14. This loop has differemtformations in the two structures,
see Figure 5.2 (a) and (b), loop at the top. The same appli€dytb7, which is at the edge
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(b)

(d)

(f)

Figure 5.2: Schematic structures of tHe& domain of metallothionein containing three metal
ions. All structures are rotated to display the same view lom metals. Cadmium ions are
displayed as large balls, zinc ions as dark medium-sizels baulfur atoms as small light balls,
the rest of the cysteine side chains as thick sticks, andrtiteip backbone as ribbon. Selected
residues are labeled. (a) GINMR structure [71], (b) Cd Zn X-ray structure [72], (c) Cd
final MDc simulation structure, (d) Cd 2rfinal MDc simulation structure, (e) Gdinal MDq
simulation structure, (f) Cd Znfinal MDq simulation structure. The X-ray structure and the
MDc simulations do not have hydrogens on the cysteine sidiecthe NMR structure shows a
single pseudo atom, and the MDq simulations have explicitdgens.
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Figure 5.3: Positional distances for gatoms between X-ray [72] and NMR structure [71]. The
two structures were superimposed using a translational iational least-squares fit for the
cysteine sulphur atoms.

of the loop to the lower back left in Figure 5.2 (a) and (b). Téeninal residue Metl and the
linker to the second domain, Lys30, are expected to exhibrerstructural variation. The X-ray
structure only weakly defines residues Metl and Asp2. Thesdts suggest that the simulated
root-mean-square (RMS) deviations from the experimemtatsires should be below 0.05 nm
for the metal and cysteine sulphur atoms, below 0.15 nm fetenye G atoms, below 0.2 nm
for cysteine @G atoms, and below 0.3 nm for all;Gatoms. These thresholds will be used as a
tolerance level in analysing the simulations.

Similar regions of high structural variation are also foanabongst the set of the ten best NMR
structures (Figure 2 in Reference [74]). There, regionsr@aoAspl10, Alal6 and Thr27 exhibit
large variations, apart from the chain ends. It is likelytttiee flexibility of the intercysteinal
loops causes these increased deviations.

Table 5.2 lists hydrogen bonds present in the experimemadtsres. Both experimental
structures were relaxed by an energy minimisation with apasitional restraints (force con-
stants equal 2.5 fokJmol-ITnm~2) to the original structure in order to remove stress and to
adapt the structure to the GROMOS force field and its criteobhydrogen bonds (see caption
of Table 5.2). The asterisks mark hydrogen bonds alreadsepten the original experimental
structures.

There are relatively few hydrogen bonds, and the hydrogering pattern differs quite
much between the X-ray and the NMR structures. Two hydrogerdé are present in both
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Hydrogen bond specification Experimental Percentage of occurrence
NMR  X-ray MDc MDq
Cds CdZn | Ck CdZn, Znz| Cds CdZn Zns
Metl-Lys25 N-H-O — — 21.1 —  — — —  —
Asp2-Lys25 N-H-O — — 31.2 — — — —  —
Asp2—-Cys5 N-H-O — — — 7.7 48.7| 8.9 32 —
Asn4—-Asp2 NDx—HD2x—ODx — — 46.1 489 14.2 18.0 54.7 85.0
Asn4—Asp2 N—-H-ODx — 100.0* | 87.9 86.4 79.1 35.9 31.7 5.0
Cys5-GIn23  N-H-O — — — —  — 2.3 — 414
Cys5-Asp2 N—H-ODx — 100.0 | 40.7 64.3 64.7 2.9 121 —
Cys5-Asp2 N-H-O — — 4.4 25 2.0 23.0 24.3 3.0
Glyll-Ala8 N-H-O — — 5.0 189 189 16.2 2.6 51.0
Serl2-Asp1l0 N-H-ODx 100.0* 100.0*| 3.0 25.6 3.3 40.0 126 4.2
Serl2-Aspl0 OG-HG-ODx | 100.0 200.0 | 16.8 35.0 6.6 104.7 1055 28.Q
Cys15-Cysl1l3 N-H-O — — 4.3 —_- - — — 30.8
Cys15-Ser28 N-H-0OG — — — 929 — — 65.1 10.2
Alal6-Ser28 N-H-OG — 100.0* | — 51 — — 134 254
Glyl7-Cys29 N-H-O — — — —  — — — 21.2
Glyl7-Lys30 N-H-Ox — — 38.1 6.6 128§ — — -
Serl8-Cysl5 N-H-O — 100.0* | — —  —| 207 — 56
Cys19-Glyl7 N-H-O — — 25.2 87 —| 238 — -
Lys22—-Asn4  N-H-ODx — — — — —| 221 —_ —
Lys22-Asn4  N-H-O — 100.0 8.7 11.6 27.5 58.0 47 5.8
GIn23-GIn23 NEx-HE2x-O | 100.0 — — —  — — — —
GIn23-Asn4  N-H-ODx — — — 42 225| 475 — -
GIn23-Asn4  N-H-O — 100.0* | — 84.8 81.2| 68.4 89.4 130
Lys25-GIn23 NZ-HZx-O — 100.0* | — — — — 79 —
Lys25-Cys24 NZ-HZx-O — — — — - — 2.8 432
Lys25-Asp2  NZ-HZx-ODx | — 100.0* | — 175 2.9 — 10.3 65.8
Cys26-Cys29 N-H-O 100.0 — — 11.7 — — — -
Thr27-Lys25 N-H-O 100.0* — — —  — — — —
Ser28-Cys13 OG-HG-O — 100.0 — 47 — — 64.0 —
Ser28-Serl4 N-H-OG — — — — 66.0] 5.9 — 34
Cys29-Cys26 N-H-O — 100.0* | 14.9 10.8 32.9 56.4 38.9 50.8
Lys30-Ser28 N-H-O 100.0* — — 10.2 3.7 96 11.3 2.2

Table 5.2: List of hydrogen bonds that occur in any experimental striigcor in any simulation
for more than 20 %. Values larger than 100 % result from theeeter hydrogen bonds, when
both single components are present at the same time. Thaatlearx denotes two equivalent
atoms which can interchange. In such cases, the percenfageguivalent atoms were added.
The experimental structures were relaxed by an energy rigation to remove conformational
stress. Hydrogen bonds present in the original experimeatitacture are marked by an asterisk.
A hydrogen bond is considered to exist if the hydrogen-aoceistance is smaller than 0.25 nm
and the donor-hydrogen-acceptor angle is larger than®135
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experimental structures, both involving Serl2 and Aspaterestingly, these residues are in the
region of maximum distance between the two structures (Ei§B). It seems that a relatively
stable turn is formed, whose relative position with respette metal core is different. The other
hydrogen bonds are present in either of the structures. derethere is no typical hydrogen-
bonding pattern of ao helix (residue + 4)—-residuet) N—H-O) or a3 sheet in the entire list.

5.4.2 The CdZnp MDc Simulation Compared to the X-Ray Structure

A crucial property of the metal cluster are the metal-sutgdand lengths. For this reason, bond
lengths were averaged in time, after an equilibration pb&Se ps, and summarised in Table 5.3.
The experimental bond lengths are quite close to the onewdfouthe minerals (Table 5.1).
Compared to the experimental X-ray structure, the MDc satioth yields bonds about 0.025 nm
too short for the cadmium ion. For zinc, the difference isse910.031 nm. It should be noted
that the experimental values were refined against 0.24 nairiorand 0.25 nm for cadmium.

The structures of the entire domain were analysed by meaawwof-positional root-mean-
square deviations (RMSD), Figure 5.4. They were calculbiedomparing structures from the
trajectory with a reference structure after a translatiootational fit over the cysteine sulphur
atoms. Separate RMSD curves were calculated for the mébals)e cysteine sulphur atoms,
for the cysteing3-carbon atoms, for the cysteinecarbon atoms, and all-carbon atoms of the
domain. Not surprisingly, average RMSD values increaskahdrder, which reflects increasing
distance from the metal core.

Figure 5.4 shows RMS deviations from the initial structui®saph (c) for the Cd ZnMDc
simulation shows that the deviation of the metal and sulgiioms is above the tolerance level
of 0.05 nm as estimated in Section 5.4.1. This can be exmlasea consequence of the too
short bond lengths in the metal cluster. The deviations efdysteine & and G atoms are
barely below 0.2 nm. The total of the;@toms is below 0.3 nm except for a peak shortly before
4 ns. Summarising, the MDc simulation shows too large a devidor atoms of the metal
core (metal, sulphur and cysteing @toms), whereas the backbone deviations are comparable
to the difference between the X-ray and NMR structures iufdg.3. The same applies to the
RMS deviations from the X-ray structure shown in Figure 5Bas is no surprise, as the initial
structure for the simulation was obtained using energy migation from the X-ray structure.

The X-ray structure exhibits bond angles of the bridgingbur in a narrow range around
104 (Table 5.4). In contrast, the MDc simulation yields averaggles larger than 130 As
a consequence, the angles at the metals between bridgiplgussilare smaller in the simula-
tion (95°) than in experiment (between 104nd 123). These results are further discussed in
Section 5.4.6.

Table 5.2 lists hydrogen bonds present in any experimetrtadtares or in any simulation.
In the Cd Zr MDc simulation most hydrogen bonds of the X-ray structueeabserved, Lys25—
GIn23 NZ-HZx-0O and Ser18-Cys15 N-H-O are lost. Most of tkquent hydrogen bonds
in the simulation are present in the crystal, however, twanpnent new ones appear in the
simulation: Asn4—Asp2 NDx—HDx-ODx and Cys15-Ser28 N-H-B6sidues Lys25, Serl8,
Ser28 and Cys15 have deviations larger than 0.14 nm betwaan &nd NMR structures (Figure
5.3), which indicates different behaviour in the crystadl &m solution. Asp2 is weakly defined
in the X-ray structure. This might explain the absence ofateesponding hydrogen bond in
the X-ray structure.
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Figure 5.4: Atom-positional RMS deviations from the initial structurdhe RMS deviation was
calculated after a translational-rotational fit over thestgine sulphur atoms. Left panel: MDc
simulations; right panel: MDq simulations. Top row: gdariant; middle row: Cd Zp variant;
bottom row: Zi variant. Solid line: zinc ions; broken line: cadmium iongtted line: sulphur
atoms; dashed line: cysteing @toms; dot-dashed line: cysteing @toms; dot-dot-dashed line:

all C4 atoms.
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Metal 1 Metal 2 Metal 3
M-S M-S, M-S M-S, M-S M-S,
MDc Cds
aver|0.2229 0.2251 0.2255 0.224®.2293 0.2265 0.2303 0.2308.2246 0.2241 0.2251 0.2280
fluct |0.0017 0.0021 0.0016 0.001®.0027 0.0021 0.0022 0.0023.0016 0.0016 0.0014 0.0018
mean 0.2246 0.2292 0.2255
MDc Cd Zn,
aver|0.2234 0.2238 0.2273 0.22[432054 0.2037 0.2110 0.209®.2037 0.2051 0.2083 0.2066
fluct |0.0014 0.0019 0.0020 0.001®.0015 0.0015 0.0021 0.002D.0013 0.0014 0.0014 0.0014
mean 0.2255 0.2074 0.2059
MDc Zn3
aver|0.2031 0.2032 0.2069 0.201.2046 0.2024 0.2094 0.20{@22066 0.2115 0.2126 0.2112
fluct |0.0014 0.0013 0.0013 0.001@.0011 0.0011 0.0017 0.0013.0016 0.0023 0.0021 0.0019
mean 0.2051 0.2059 0.2105
MDq Cds
aver|0.2441 0.2447 0.2454 0.2400.2429 0.2363 0.2406 0.2430.2447 0.2338 0.2424 0.2464
fluct |0.0015 0.0016 0.0016 0.001@.0028 0.0017 0.0017 0.00280017 0.0017 0.0032 0.0015
mean 0.2435 0.2407 0.2418
MDq Cd Znp
aver|0.2466 0.2507 0.2517 0.24232201 0.2299 0.2136 0.2180.2313 0.2225 0.2164 0.22P9
fluct |0.0019 0.0020 0.0038 0.00A20024 0.0025 0.0026 0.0031.0023 0.0020 0.0031 0.0040
mean 0.2478 0.2204 0.2233
MDq Zn3
aver|0.2282 0.2285 0.2161 0.21{1@2211 0.2325 0.2050 0.20/®.2300 0.2292 0.2068 0.2075
fluct |0.0018 0.0018 0.0024 0.0020.0023 0.0029 0.0025 0.0082.0023 0.0021 0.0022 0.0082

mear 0.2212 0.2165 0.2184
NMR Cds
aver|0.2509 0.2508 0.2538 0.2640.2539 0.2474 0.2490 0.26{®.2508 0.2531 0.2518 0.2645
mearn 0.2549 0.2545 0.2551
X-ray CdZnp
aver|0.2490 0.2490 0.2540 0.2535.2296 0.2405 0.2409 0.24|®.2368 0.2370 0.2369 0.2328
mean 0.2514 0.2397 0.2359

Table 5.3: Time-averaged bond lengths (aver) and fluctuations in tifoet] for bonds between
metal (M) and sulphur (S) atoms, in nm. The two left columrsvefy metal group represent
the bonds to the terminal sulphurSthe two right columns represent the bonds to the bridging
sulphur ($). The means of the four bonds per metal are also given. Mesatie cadmium atom

in the Cd Zn variants.

5.4.3 The CdZnp MDqg Simulation Compared to the X-Ray Structure

The length of the cadmium-sulphur bond is well reproducebl@ 5.3). More difficulties arise
with zinc, whose bond to sulphur appears about 0.016 nm toxt.sh

The RMS deviations from the initial conformation (Figurdd) for all atom types are initially
below the thresholds mentioned in Section 5.4.1. Howeliergtis a stepwise increase at 40 ps
and the levels for the metals and the sulphurs rise abovétasholds. Then the deviations stay
around these levels with the same small fluctuations asdefdre metal core seems to undergo
a transition to another stable structure. The deviationfh®two G atom types also increase a
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Figure 5.5: RMS deviations from the experimental structures. For fer @t cluster (upper
panel), this is the NMR structure [71] and for the CdZtiuster (lower panel), it is the X-ray
structure [72]. Left column: MDc simulations; right columkIDq simulations. Solid line: zinc
ions; broken line: cadmium ions; dotted line: sulphur atomashed line: cysteine Catoms;
dot-dashed line: cysteineatoms; dot-dot-dashed line: alldCatoms.

bit, but remain well below the tolerance threshold. Virtyahe same behaviour is observed in
comparison to the X-ray structure in Figure 5.5d. As thaahgtructure was derived from the
X-ray structure, this is not surprising. However, there ggnificant difference in the deviation
of the sulphur atoms: itis initially already above 0.05 nmt, the increase at 40 ps is smaller, the
final level lower than compared to the initial structure. €iiethe MDq simulation gives small
deviations, mostly below 0.2 nm, which is considered to beranal structural variation for the
o carbon atoms. Compared to the MDc simulations, the devistawe mostly smaller and their
fluctuations narrower. However, comparing the same inpaiod of 240 ps, the deviations are
comparable.

The bond angles of the MDq simulations yield an irregulanpie (Table 5.4). The average of
the sulphur bridge angles (MySM) is quite close to the experimental values, but the dffees
between the individual angles are large, in contrast tox@at. The metal ring bridge angles
(Ss—M-S,) are too large, but give the correct trend in the variatiothefthree individual angles.
Two of the terminal angles {SM-S) are in good agreement with experiment, the other one
deviates by 15
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Sulphur ring bridges| Metal ring bridges | Metal-terminal angles

M-§-M S5—-M-S S-M-§
So1 So2 So3 M1 M2 M3 M1 M2 M3
MDc Cds

aver | 132.0 133.0 147.7101.5 87.8 92.2 96.9 156.7 125.9
fluct 2.8 3.1 2.8/ 3.5 2.0 1.6/ 52 144 4.0
mean 137.6 93.8 126.4

MDc Cd Zmnp
aver | 131.1 1349 141.2 93.2 938 97.7 96.2 115.1 112.(
fluct 2.4 2.0 250 24 1.9 1.4 1.9 6.4 3.0
mean 135.7 94.9 107.8

MDc Zn3
aver | 131.7 137.2 135.7 95.8 96.4 98.8 115.2 113.9 95.9
fluct 2.5 2.1 2.1l 15 1.5 2.2 3.4 3.6 4.6
mean 134.9 97.0 108.3

MDq Cd
aver | 132.8 122.4 122.9105.0 104.0 110.6110.6 97.7 119.1
fluct 3.0 3.2 25 37 2.0 34 4.8 4.6 4.3
mean 126.1 106.5 109.1

MDq Cd Znp
aver | 1159 82.8 100.7123.3 115.0 154.2 97.0 97.3 106.8
fluct 3.7 4.8 7.3 2.7 7.1 6.00 1.7 4.5 2.4
mean 99.8 130.8 100.4

MDq Zn3
aver | 112.7 111.2 109.7100.2 108.1 128.7 94.8 92.2 9215
fluct 6.0 53 8.1 27 4.2 83 29 3.7 1.8

mean 111.2 112.3 93.2

NMR Cds
aver | 108.5 110.0 109.4102.9 101.6 106.%1159 112.3 110.1
mean 109.3 103.7 112.8

X-ray Cd Znp
aver | 102.3 103.3 106.2109.0 103.7 122.%113.1 99.1 105.6
mean 103.9 111.7 105.9

Table 5.4: Time-averaged bond angles (aver) and fluctuations (flucthenmetal core, in de-
grees. Left group: angle at bridging sulphurs between twitamens; middle group: angle at a
metal between two bridging sulphurs; right group: angle ahatal between two non-bridging
sulphurs. The means of the groups are also given. The bgdgiiphur atoms i, S» and $3
belong to residues Cys24, Cys7 and Cys15 respectively.

Hydrogen bonds present in the X-ray structure are mostlgmies in the MDq simulation.
The only hydrogen bond lost in the simulation is Ser18—Cy¢1H-0. Prominent new hydrogen
bonds established in the simulation are Asn4—Asp2 NDx—HIDx and Cys15-Ser28 N-H-
OG, as in the MDc simulation. Most remarkably, the threeteehydrogen bond Ser12—-Asp12
OG-HG-ODx present in the X-ray structure is reproducedénMidg simulation.
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5.4.4 Comparison of the Cd MDc Simulation with NMR Data

The bond lengths (Table 5.3) are systematically too shatth, evfferences between MDc simu-
lations and experiment of 0.028 nm. This has two reasonstlyithe parameters for cadmium
were estimated using the zinc parameters as a basis. Soatmuracy of the results for zinc
is propagated to cadmium. Secondly, the bond lengths in M& Ntructure are larger than
in the X-ray structure, due to different bond-length parterse(0.26 nm) used in the structure
derivation [77].

Figure 5.4a shows that the protein quickly reaches a staisieoomational range without
drift or long-time features. No significant conformatioralanges take place within 8 ns. The
backbone and the cysteing @toms exhibit small deviations well below the tolerancesholds.
However, the deviations for the metal and sulphur atoms laosethe tolerance. Again, this
seems to be a consequence of the too short bond lengths thdytee estimated van-der-Waals
parameters for cadmium.

As the simulations were started using the X-ray structura assis, and the differences
between the X-ray and NMR structures are partially largs,akpected that the deviations of the
Cds cluster against the NMR structure are quite large. As tremmisignificant conformational
change observed, there is also no progress towards the Niétse (Figure 5.5a).

The bond angle problems (Table 5.4) are mostly analogousetdtDc Cd Zi case: The
sulphur-bridge angles (M4SM) are too large. The metal site 2 is heavily distorted: ihg-r
bridge angle is smaller then 90while the angle to the terminal sulphurs is larger than°150
This raises the question whether the classical electiosiatcapable of maintaining a tetrahedral
configuration around a relatively large ion.

The NMR structure exhibits a small number of hydrogen boddblé 5.2), of which two
are not reproduced by any simulation: GIn23-GIn23 NEx—HE2x@and Thr27-Lys25 N-H-
O. The first is an intraresidual hydrogen bond which depemdthe side-chain conformation.
However, the latter is a backbone hydrogen bond, as are twe,fiys26—Cys29 N-H-O and
Lys30-Ser28 N-H-O, which all three are not recovered in the @Dc simulation. The two
Ser12—-Aspl0 experimental hydrogen bonds are reprodudbd D MDc simulations at a low
percentage. These are the only hydrogen bonds in the NMBtgteuthat are also present in the
X-ray structure.

Hydrogen bonds established during thes@®dDc simulation are generally similar to the
Cd Zrnp variant. New hydrogen bonds are formed at the beginningeoitfain at Metl and Asp2.
However, it seems that the character of the initial (X-ragdxd) structure is largely retained (see
Figure 5.2).

The compatibility of the simulated trajectories with NOEBtdince limits derived from experi-
ment [71] was investigated. Table 1 in Reference [71] grabpdNOE values in three categories:
(i) Sequential backbone bounds, (ii) medium-range backlzmd long-range backbone bounds,
(iii) interresidual bounds with side-chain protons. TheBl&@om-atom distances were calculated
from the trajectories using 2 averaging.

Despite the large deviations to the NMR structure (Figusah.the sequential NOE bounds
(top left panel in Figure 5.6) are quite well satisfied. Hoem\there are sizeable NOE bound
violations (larger than 0.1 nm) in the other two categoriesd(lle and bottom left panel in
Figure 5.6). The details of the violated NOEs are listed ibl@%.5.

The large violations of NOE bounds numbered 26 and 27 of tde-shain interresidual
bounds are striking. However, these NOE bounds involveopioon Lys30 (th@-carbon protons
and the amide proton). This residue is the linker to the sg&dmmain of metallothionein, which
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Figure 5.6: Comparison of simulated NOE atom-atom distances with exygeital NOE bounds.
The simulated NOE average distances aré averages. Values greater than zero violate experi-
mental data. Left column: MDc simulations; right column: EIBimulations. Top row: sequen-
tial backbone bounds; middle row: medium-range backbortelang-range backbone bounds;
bottom row: interresidual bounds with side-chain protoWNOE values appear only once; the
second entry from the NOE list (Table 1 in [71]) was omittetle Bequence of the NOEs is the
same as in Table 1 of [71]. The solid black bar to the far rightach graph gives the average
over all NOE violations.
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NOE sequence number residue proton residue proton
backbone medium-range and long-range NOE bounds
4 Cys5 G — Cys21 @
5 Cysb G — GIn23 Amide N
6 Cys5 G — Cys24 (@
side-chain interresidual NOE bounds
17 Ala8 G (methyl) — Cysl3 AmideN
18 Thr9 G (methyl) — Aspl0 AmideN
21 Lys20 G (methylene) - Cys21 Amide N
26 Thr27 G — Lys30 G (methylene)
27 Ser28 @ (methylene) — Lys30 Amide N

Table 5.5: List of violated NOE bounds. See also Figure 5.6.

was omitted in the simulations. It is likely that these viaas are artifacts of the omission of
the second domain: It is the last residue retained indtldemain simulations and its structure
may therefore be different from the one in the complete jmote

The interresidual NOE number 18 involves Thr9 which is ledain the flexible loop from
Thr9 to Serl4, in which already large differences betweenXiray and the NMR structure
were observed (Section 5.4.1). All other violated NOEs ivea@ysteine residues. The limited
accuracy of the description of the metal-sulphur clusterfigoration in the MDc simulation
could be the origin of the NOE bound violations involving ®ise residues.

5.4.5 Comparison of the Cd MDq Simulation with NMR Data

Also in the MDq Cd simulation, the cadmium-sulphur bond lengths are systeaittoo short,
on average 0.013 nm shorter than in the NMR structure (TaBle 5

The RMS deviation from the initial structure is shown in Figb.4b. The deviation of the
cadmium atoms is very low and the fluctuations very small. déaation of the sulphurs drifts
slowly upwards and exceeds the tolerance level of 0.05 nrstehe G and Gz atoms deviate
little from the initial structure, as do the backbong &oms before 100 ps. Afterwards, there is
an increase up to and RMSD of 0.3 nm, seemingly stabilisiageth

Compared to the NMR structure (Figure 5.5b), the resultsmndar, but the deviations are
larger except for cadmium. Specifically, the increase obtekbone’s g atoms in Figure 5.4b is
not a progress towards the NMR structure, a similar incresassé@dent in Figure 5.5b, being even
larger. Figure 5.2e shows that the amino terminus (Methewirmaround during the simulation,
causing the increase mentioned. Figure 5.7 confirms thig tthé primary cause by showing
residue-wise distances for thg @oms from the NMR structure.

The bond angles (Table 5.4) of the sulphur bridges are ceratly larger than in the NMR
structure, by about *5on average. In turn, one would expect that the metal-bridgéea would
be too small. This is not the case: these angles match wellsithulation angles being on
average only 3larger than the NMR results. It should be noted that a tethaisymmetry on
the sulphur and cadmium atoms was assumed in the structuvatde [77].

The hydrogen-bonding situation (Table 5.2) is similar te MDc simulation. One of the
experimental hydrogen bonds, Lys30-Ser28 N-H-O0, is rejped by the MDq simulation at a
low percentage. Several high-percentage hydrogen bords tiat are also present in the X-ray
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Figure 5.7: Residue-wise distances betweep &oms of the final structure of the MDq &€d
simulation and the NMR structure.

structure, but not in the NMR structure. A prominent new loggm bond emerging during the
simulation is GIn23—Asn4 N-H-ODx.

The sequential NOE bounds (top right panel in Figure 5.6)aree well satisfied. The differ-
ences between the MDc and the MDq simulations are minor. @bkldmne medium-range and
long-range NOE bounds (middle row) are better representedobMDq simulation. The same
applies to the side-chain interresidual bounds (bottom).ra@nly the NOE bounds involving
Lys30 are still heavily violated. In total, the NOE bounde aery well satisfied using the MDq
method, although the structure is quite different from ti@Rstructure.

5.4.6 Comparison of the Classical MDc and Quantum-ChemicaiDq Sim-
ulations

In terms of the metal-sulphur bonds, the bond lengths areitab® % too short in the MDc
simulations, whereas the MDq simulations yield smalleors;rthe bond lengths still being sys-
tematically too short. However, the bond lengths in the Xaad NMR structures are largely
determined by refinement parameters. Itis also not cleathghéhe bond lengths should be the
same as in the corresponding metal sulfide minerals.

A pronounced difference between the MDc and the MDq simutetiis exhibited in the
metal-sulphur-metal bridges. The MDc simulations yielérage M—$-M bridge angles of
136, with all single angles larger than 130n contrast, the MDq simulations give an average
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of 114, with all single angles except one being below 130he MDq values are much closer
to the ideal tetrahedral angle of 109This clearly points at the deficiency of classical methods
in describing metal-sulphur binding. With electrostatiedy, thus neglecting the lone pair, the
two metals would favour a linear configuration. This leadsh® elongated M—$-M bridge
angle. Without the aid of bonded interactions, such a sdoatannot properly be described by
the non-bonded interaction terms of a force field (van-daaM/and electrostatic).

Through the six-membered ring of metals and bridging sulphte elongated angles at the
sulphur bridges in the MDc simulations naturally lead to Benaing bond angles at the metals
(second column in every metal group in Table 5.4), which ar¢ghe range 90to 100. In
the MDq simulations, these bond angles are larger thafi fl@@ughout. The angles on the
metal centers are more or less correctly described: Theddaetrahedral coordination is at the
same time the classically favoured minimum energy strectispecially for the angles at zinc,
basically no difference between the two methods is evid&ot. angles at cadmium, a range
from 87 to 155 is accessible in the MDc simulations, while the range nasrtm@7 to 119 in
the MDq simulations. However, the angles at the metal ceraex irregular and disallow clear
conclusions.

Comparing the three metal sites to each other, differerangel than the fluctuations are
evident even when the sites contain the same metal. Therahge situation is equal for all sites:
a metal ion tetrahedrally coordinated by four deprotonatgsteines. So the aforementioned
differences must be caused by long-range interactionsasiahisotropic charge distributions or
steric hindrance by the protein backbone.

When comparing structural differences of the polypeptiaekbone or NOE atom-atom dis-
tances, one should bear in mind the large difference in sitiaul lengths between the MDc and
MDgq simulations: 8000 ps versus 240 ps respectively. Thegdahmer are much better relaxed
and equilibrated than the latter.

In terms of the RMS deviations (Figures 5.4 and 5.5), the dlatbons for the metal and the
sulphur atoms are significantly smaller in the MDq simuliasioThe quantum-chemical descrip-
tion seems to yield a more realistic potential-energy sarthan the classical electrostatics com-
bined with van-der-Waals terms. The crystal structure ef@d Zr» variant is better represented
by the MDg simulation, giving mostly lower deviations thdretMDc simulation (Figure 5.5
lower panel).

The MDq simulation yields virtually no significant NOE bouwblations, while the MDc
simulation shows a handful of violations. However, thigeténce could be due to the different
averaging times.

5.4.7 Comparison of the Simulations of the Cg, Cd Zn, and Zn3 Variants

The results for the Znvariant are mostly in line with what was said previously forczin the
Cd Znp variant. Interestingly, the atom-positional RMS deviat®f the G atoms in the MDc
simulation (Figure 5.4e) are smaller than for the Cd ¥ariant, although the initial structure
is from the Cd Za variant, and the smaller zinc ions should induce a furthatragation of the
metal core. The deviations for the sulphur and zinc atomslagletly higher, as expected.

The MDq simulation exhibits low deviations for the metaladalso the other atom types
return below the tolerance thresholds after an initial disoof about 100 ps, which is caused by
motions of the N-terminus and the Thr10 loop. Changes in te&ls do not induce significant
changes in the overall structure.
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Figure 5.8: Cy atom-positional RMS deviations per residue between thalated trajectories
and their initial structures, averaged over the entire siations. Thex symbols denote the
cysteine residues.

Figure 5.8 shows atom-positional RMS deviations per resfcam the initial structures aver-
aged over the whole simulations. The difference betweeadues is remarkable. The cysteines
(see thex markers in Figure 5.8) have generally a low deviation. Tharclends deviate clearly
more, as is often observed in proteins. However, the loopgdan the cysteines exhibit an ex-
traordinary flexibility, especially the loops around Glyddd around Gly17, without disrupting
the geometry of the metal core. The increased flexibilityéspnt in all simulations and all vari-
ants. This supports the hypothesis (see Reference [74]iatobis therein) that the flexibility
of the loops accounts for metallothionein’s broad divgrsitbinding different metal ions.

It has recently been shown [78-84] that the GROMOS force fieldapable of folding
polypeptides into the correct secondary structure. Thegmtewvork demonstrates that it is not a
feature of the GROMOS force field to inevitably fold anythintp a regular secondary structure:
Metallothionein’s variable loops remain irregular and iftee.

It is also appropriate to note that MNDO/d performs well oa thetal cluster, despite the
fact that it was not parametrised against zinc-sulphur dmgam-sulfur bonds, neither against
clusters involving several metal ions.
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5.5 Conclusions

The classical MDc simulation of Gdnetallothionein-2 of rat liver in aqueous solution satsfie
most of the NMR NOE data on this molecule; 8 atom-atom digtéimunds out of a total of
46 NOE bounds are violated by more than 0.1 nm. The strucfuteeanetal-sulphur cluster is
approximately maintained.

The use of the semi-empirical method MNDO/d for the desinipbf the metal core im-
proved the simulated results. Specifically, bond lengthwéen the metal ions and the coordi-
nated sulphur atoms are closer to experimental values. The $¥inulation yields too compact
a metal core, thus affecting the whole protein. This is tHated by the NOE bound violations.
In the MDq simulation, in contrast to the MDc simulation, yohe violation larger than 0.1 nm
is observed.

The cost of the improved simulation is the increased contjpumal expense. This is illus-
trated by Figures 5.4 and 5.5. Both the MDc and the MDq sinariatran simultaneously on
the same type of computer. While the MDc simulations reaéhesl, the MDq simulations only
went shortly beyond 200 ps.

The MDc simulations indicate that the force-field parangefer zinc and cadmium would
need improvement. Accidentally, the parameters derivecddmium give bond lengths that
would be appropriate for zinc. However, the current cadmparameters are nevertheless un-
suitable as improved parameters for zinc, as other zincepties such as bond angles are not
correctly reproduced by them. Moreover, a clear deficierieypurely classical electrostatic and
van-der-Waals description of the metal core could be |latat¢éhe sulphur bridges, which tend to
have too wide angles. Therefore, a proper description wagdire additional force-field terms
for bond angles and maybe also bond lengths. However, ittislear how these terms should
look exactly, as the involved angles and bonds are hard ermete experimentally. The dan-
ger remains to choose “reasonable” parameters and, cagrsglobtain “reasonable” results.
In contrast, the treatment of the difficult core by quanturerolstry embedded in a classical
environment provides an unbiased description, which i€gdisable to other systems.



Chapter 6

Outlook

The work presented here has opened the doors to many newapis. A few examples are
given here, as well as some ideas for the improvement of #septed methods.

6.1 Photoisomerisation of Stilbene

6.1.1 Photoisomerisation ofrans-Stilbene

All the machinery is available as well as large portions ef plotential energy surface: The sim-
ulation of the photoisomerisation @fans-stilbene is now straightforward. This reaction is not
as fast as the photoisomerisatiorceg-stilbene, because it starts off in a shallow minimum, and
the isomerisation is expected to be a barrier crossing eviéthtthermal activation. Neverthe-
less, the reaction has found an even greater echo in thatlitertharcis-stilbene, and many
reaction dynamics theories, for example based on transstiate theory or Rice-Ramsperger-
Kassel-Marcus modeling, partly including quantum effebts/e been derived and applied. Itis
desirable to complement the experimental and theoretiogd with computational results.

6.1.2 Quantum Dynamics with Surface Hopping

The representation of a potential energy surface by fingenehts is not restricted to a single
surface. Two surfaces could be treated simultaneousls Whuld be an ideal field of applica-
tion for the surface hopping method, a method for simulatjngntum dynamics. It would be
interesting to see to what extent the explicit inclusion ofeactivation mechanism changes the
results of a classical simulation of an excited state.

6.1.3 Interpolation in More Dimensions

The interpolation method is not restricted to three dimamsias employed up to now. The
scheme is generalisable to any dimensionality. Stickingftitbene, a four-dimensional system
could be obtained by unconstraining the central ethylenrndddength. Efficiency and differences
to the three-dimensional treatment could be investigated.

As a technical improvement, it would be desirable to use adrigrder interpolation poly-
nomial, which employs the full information of the energy agrddients. In the current three-
dimensional implementation, the quadratic interpolapolynomial has ten coefficients, while
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the information at the vertices would provide sufficienbimhation for sixteen coefficients. A
full cubic polynomial, however, requires twenty coeffidienlt should be possible to construct a
constrained cubic polynomial with sixteen coefficientsclsa polynomial should allow a more
accurate interpolation, which in turn should allow largleneents to be used, which in turn would
increase the efficiency of the method. However, stability esbustness have to be examined.
First tests revealed that rotational invariance of the poiyial is important.

6.1.4 Another System

Another system of interest similar to stilbeneagobenzenelt has potential applications as an
optical switch. For example, it can be embedded in a ligmatal polymer film, which enables
reversible phase transitions induced by irradiating wghtl[85, 86].

6.2 Metallothionein

6.2.1 Other Metals in the3 Domain

A next step is the investigation of the mercury variant of allethionein. Mercury is also stan-
dardly available in MNDO/d. The complex with mercury is eveare stable than with cadmium.

It is interesting to see whether the conformational diffeeess are comparable to those between
the zinc and cadmium variants.

6.2.2 Thea Domain

The same questions as addressed in Chapter 5 can also kegemessfor the 4-metak domain
of metallothionein. The results are expected to be simgdoathep3 domain, however, the more
complex cluster situation with two rings could raise unetpd problems.

Metallothionein is also known to bind twelve copper(l) ionghis complex is likely to be
very different from the ones binding seven ions. The stmecisi not yet known experimentally.
However, the computational prediction seems to be extrnedificult and challenging.

It would be possible to simulate homologues of rat liver rietisionein. NMR data is avail-
able for rabbit liver [77] and human metallothionein [87helstructural and dynamic differences
induced by amino acid substitution could be investigated.

6.2.3 Other Proteins

An interesting protein with catalytic activity due to a mlasaliver alcohol dehydrogenase. Its
active center contains a zinc ion, which serves to polahsestibstrate. Besides the potential
problems of the MNDO method to describe a reaction, the sizeeoprotein (a dimer of two
374-residue chains, plus coenzyme NADaises a practical problem.



Appendix A

The fecomd Implementation

A.1 Features
The fecomd program is a simple molecular dynamics programiwterforms the finite element
interpolation presented in Chapter 2. The name is an acrarfyffinite element combined
(quantum-chemical/classical) molecular dynamics”. finggrammed in C and partly C++. The
mesh points are calculated by a separate quantum-chemogabm, which is Gaussian 94 [45]
currently, but any program could be used. Interfacing betwthe program is accomplished by
a script which is called by the main fecomd driver. The scsgis up an input file for Gaussian,
starts it up and after it has finished, gathers the energy leagradients from the output file.
These results are fed back to the main fecomd program.

The fecomd program has the following features:

¢ Lennard-Jones interaction

e Coulomb interaction (implemented, but not actually used)
e interaction pair list

¢ bond constraints (SHAKE, [48])

e dihedral angle constraints [49]

e |leap-frog time integration scheme [26]

¢ interpolation machinery (Chapter 2), any dimensionadigyectable at compile timédefine
DIMENSIO num).

¢ Alternatively, a force-field-type potential energy sudaan be selected by compile switches
(#define SIMPLEPOTENTIAL ). This is for testing purposes mainly.

As the fecomd is a further development from a program whigdusegular elements for inter-
polation, it has many features in input and output which Hae@me obsolete.

101



102

Appendix A. The fecomd Implementation

A.2 Input File

The fecomd program is controlled by a single input file. It tresfollowing format.

Input file

# from GROMOS96, 43Al: AR, C and HC

atomtypes

Ar 39.948 0.996 0.341 0

C 12.011 0.40587 0.33611 0
H 1.001 0.11838 0.23734 0

solvent
Ar 1.375 1.618 0.280 0.224 0.231 0.230

solute
C -0.436 0.203 -0.717 0.023 -0.134 0.256

#linfile test.coo

molecule
01 .148
12 13 .148

12

3 4 0.0 0.0510
12381

80.0 0.0510

#linfile stilbene.topo

shake
maxitera 1000
tolerance le-6

box
215 2.15 2.15

fes

maxedge 0.25
accuracy 10
maxvertex 50
maxsimplex 25

output
summary 10 test.sum
solutetraj 1 test.itr
alltraj 20 test.traj
savegrid O test.fes
sim

timestep 0.001

cutoff 0.9

tempref 348

temptau 0.1

lloadfes stilbene.fes
Istartmd 5000

Meaning

# introduces a comment line

keyword for atom definitions

Atom symbol, mass, LJ-epsilon, LJ-sigma, charge

keyword for solvent atom coordinates and velocities
Symbol, X, y, z coordinates, X, y, z velocities

keyword for solute atom coordinates and velocities
as above

alternatively, coordinates and velocities
could be read from the named file

keyword for constraints and free dihedrals
three parameters: distance constraint (shake)
two atom numbers of solute, interatomic distance

six parameters: dihedral angle constraint
four atom numbers of solute, dihedral angle, (force
constant, obsolete, ignored, but must be present)

four parameters: specification of free dihedrals
interpolation takes place in those dihedral space
atom numbers of solute

alternatively, the constraints can be
read from the named file

keyword for shake parameters
maximum of shake iterations
relative distance tolerance

keyword for box size definition
X, Y, Z box sizes

keyword for the finite element system
brick size, in radians

for the master brick, should be high
for the master brick

for the master brick

definition of output files and writing frequency
summary of energies, temperature, pressure etc.
internal coordinate trajectory

Cartesian trajectory of all atoms

save finite-element-system at end of simulation

definition of simulation parameters
timestep (picoseconds)

interaction cutoff distance (nanometers)
reference temperature for coupling bath
coupling time (picoseconds)

directive to read finite element data from named file
directive to start the MD simulations, so many steps
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A.3 Output Files

Standard Output fecomd verbosely tells what it does. The standard outpuaeitself.

Summary File After an echo of input parameters and some internal infaonathe sum-
mary file contains the following data: time, total energytat@otential energy, total kinetic
energy, temperature, virial and pressure.

#A * *kk *kk *kk * *kk

#* MD Summary **

#************************************************** Fhkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkdhkkk

#

# Initial temperature is 345.224 K

#

#Time ps Etot u(nm/ps)2 Epot u(nm/ps)2 Ekin u(nm/ps)2 Temp K Virial u(nm/ps)2  Press. bar

#

#
0.01 3393.53 -8507.34 11900.9 346.533 16584.7 922.276
0.02 3395.19 -8573.37 11968.6 348.504 15811.1 907.701
0.03 3391.45 -8630.19 12021.6 350.05 14722.8 885.273

Internal Coordinates Trajectory  This file contains the time, the internal coordinates (di-
hedral angles in degrees), the solute’s potential energlyaavord indicating whether the point
has been interpolated or explicitly calculated (obsolets, mlways interpolated).

0.001 434998 449996 435003 85.3759  (fepol)
0.002 434442 457468 43.4434 85.2453  (fepol)

0.003 43.3339 472273 43.3311 84.9866  (fepol)

Cartesian Trajectory This file has the same format as gdvent andsolute entries in
the input file. It is therefore suitable to be read in with ihle  directive.

Finite-Element-System File This file contains all available information of the finiteeeient
grid in binary form. Explicitly quantum-chemically cal@iked points, their energies and gradi-
ents are reused over many trajectories via this file. Seautipat.c  functionsSaveBrickSystem()
andLoadBrickSystem() ~ on how this file is written and read.

A.4  Auxiliary Programs

fesconvert Reads a binary finite-element-system file and converts tiie Bfement system
to a smaller grid size. The grid is subdivided into a seldetafiteger number of elements in
every dimension. Existing grid points are maintained. Qtg@ finite-element-system file with
a smaller grid size.

scanfes Reads a binary finite-element-system file, calculates adwwensional cut and
outputs a PLOT3D file suitable for visualising the potengiaérgy surface using Maple V.
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accuracy Checksthe accuracy of the interpolation when an analytfase is usedidefine
SIMPLEPOTENTIALD. Reads in the output file of fecomd.

analysitr  Analyses the internal coordinate trajectotytr( ) in terms of grid point usage.

interactive-fes Reads a binary finite-element-system file and interpolategpwhich are
interactively entered. For testing purposes mainly.

optimize-fes Reads a binary finite-element-system file and calculatektation of min-
ima and saddlepoints.

calc-gradients-for-itr  Reads a binary finite-element-system file and an internadcoate
trajectory €.itr ) and calculates the intramolecular forces that occurredgaihe trajectory.
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The zumos Implementation

zumos is an acronym for 'Zurich molecular simulation’ in loon of its two main components,
GROMOS96 (Wilfred F. van Gunsteren) for the classical fdirelel and dynamics and MNDO97
(Walter Thiel) for the semiempirical models, which weretbdeveloped in Zurich. It is an in-
terface which combines the two programs. The combinatiachseved at link level, producing
a single monolithic program, and not via scripts, as mangrodipproaches do. It establishes the
combination of programs through an interface subroutirte wiinimum contacts to either pro-
gram. Basically, it needs one subroutine call from GROMOth#adnterface, which in turn calls
one subroutine of MNDO. There are some additional subrewtatls at startup for initialisation.
The basic operation of the interface is:

1. it obtains atomic data from GROMOQOS, primarily atomic piosis

2. it sets up link atoms and external charges

3. it passes control to MNDO, which calculates the energythadjradients
4

. it sums up theses gradients and energies into the coneésigpoGROMOS arrays, and
passes control back to GROMOS.

Thus the main driver is GROMOS and its input files are used.MN®O program is controlled
by a standard MNDO input file without molecular specificatiorich is to be placed at For-
tran unit 80. See the MNDO input-file specification for detaiSwitches essential for zumos
operation are overridden by zumos at startup.

B.1 The Quantum Topology

The quantum subsystem is specified by a quantum topology. usually derived from a stan-
dard GROMOS molecular topology. PROQMT is a script whichsdae automated conversion
according to the quantum topology specifications. It penfothe following steps:

e it reads a file containing sequence numbers of atoms to qearttithe specified atomic
number.

¢ for all quantum atoms, it sets the partial charge to zeroidawp classical Coulomb inter-
action with quantum atoms. The lett€)Qare appended to the atom name.
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¢ it mutually excludes all guantum atoms from the pair-lisgiding Lennard-Jones interac-

tions between quantum atoms.

it sets up a charge group for every quantum atom. This fegureeded by the subroutine
that dynamically finds neighbours of the quantum systeme ligesin example of a changed
entry within theSOLUTEATOMIock. The original entry is commented out.

# was: 43 5 CB 11 12.01100 -0.10000 0 4 44 45 46 47
# automatically quantized atom follows

43 5 CBQQ 11 12.01100 0.00 1 39 44 45 46 47 60 61 62 63 106 107 108

109 123 124 125 126 151 152 153 154 173 174 175 176 207 208 209 210

229 230 231 232 255 256 257 258 275 276 277

it removes all bonded interactions that involve quantunmat@and at most one classical
atom.

for all bonds involving both quantum and classical atomgjladtom is set up

it inserts aQIFACESPECblock. It has the following template structure:

Topology file entry Meaning
QIFACESPEC block name
39 number of quantum atoms (NRQQAT)
43 6 sequence number of quantum atom, atomic number
44 1 INQQAT[1-NRQQAT], ITQQTY[1-NRQQAT]
277 30
0 number of permanent interface atoms (NRQIAT), only
# 279 sequence numbers of permanent interface atoms
# 280 INQIAT[1-NRQIAT]
# 271
9 number of link atoms (NRQLAT)
43 42 1 0.6948 sequence number of join atom, sequence number of connact ato
60 59 1 0.6948 link atom type (ignored at the moment), bond length ratio
INQJAT[1-NRQLAT], INQCAT[1-NRQLAT],
255 254 1 0.6948 ITQLTY[1-NRQLAT], RLQLBO[1-NRQLAT]
END end marker

Things that should be avoided:

e cut through a charge group

e cut through a very polar bond or a multiple bond

e quantum atoms on both sides of a remaining bonded interactio

B.2 Running zumos

zumos is most easily run by a driver scripts which sets ufhaltéquired files. The topology files,
the initial coordinates and other GROMOS input files aredihko the fortran units as specified
by GROMOS96. The MNDO input file, without molecular specifios, is linked to fortran unit
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80. The PROMD input is fed in as standard input to zumos. InféHewing example driver
script, this is done via a Unix “here document”. If a densigirix file or an eigenvalues file is
to be read and/or written, these files are to be linked todartmits 81 and 82 respectively. This
is especially useful for keeping the density matrix acrasgam restarts, as MNDQO'’s standard
initial guess is sometimes not suitable for unusual geaesetr

#!/bin/sh

# where the zumos executable is located
BINDIR=zumos/bin

# select the machine-specific executable
PROGRAM=$BINDIR/zumos.'uname -i‘

# specify topology label, secondary type label and serial nu mber of simulation
TYPE=mtb1q’

SECO="-s2-d"

SERIAL=2

NEXT='expr $SERIAL + 1'

# construct file names
TOPOIN=${TYPE}.topo
COORIN=${TYPE}${SECO}-sx-${SERIAL}.coo

OUTPUT=0zd-${TYPE}${SECO}-${SERIAL}.out
TRAJOUT=${TYPE}${SECO}-rx-${SERIAL}.c00
COOROUT=${TYPE}${SECO}-sx-${NEXT}.coo

# avoid messing up fortran units when several programs run
ODIR="pwd"

TMPDIR=/scrloc/cdb/sub-'uname -n'-$$

mkdir -p $TMPDIR

cd $TMPDIR

# link to the fortran units

rm -f fort.*

#---input units

In -s ${ODIR}/${TOPOIN} fort.20 # molecular (quantum) topo logy
In -s ${ODIR}/${COORIN} fort.21 # initial coordinates

#----output units
In -s ${ODIR}/${TRAJOUT}  fort.12 # trajectory
In -s ${ODIR}/${COOROUT}  fort.11 # final coordinates

# copy the density matrix file from the previous simulation
# to fortran unit 81. It is used as initial guess.

cp ${ODIR}Ydensmat-${TYPE}${SECO}-${SERIAL}.bdt fort. 81
# mndo input, without molecular specification (will be adde d by the zumos program)
cat << | > fort.80

0 -10 -2 1 0 00010020 0000966001 0 0

0 0 066 0-1-5-5-1 2
-301010 280100 000 0 0 3-Zn-Cluster mit Methanthiol MNDO/d
!
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# extract number of solvent molecules and total number of ato ms from

# the PROBOX output which was used to fill the current box.

NUMSOLVMOL=‘grep 'GENERATED SOLVENT MOLECULES’ $ODIRfmhout | sed 's/".* =//g"
NUMTOTATOM="grep 'TOTAL NUMBER OF ATOMS' $ODIR/obox.out | sed 's/"* =/lg"

echo "$NUMSOLVMOL solvent molecules, $SNUMTOTATOM atoms in  total"

#---run the program, feed promd input via here document
if time $PROGRAM << | > $OUTPUT; then

TITLE
Metallothionein beta domain Zn3, example input
END
SYSTEM
# NPM NSM
1 SNUMSOLVMOL
END

.. (rest of standard PROMD input)
|
# save the current density matrix file for future use
cp fort.81 ${ODIR}/densmat-${TYPE}${SECO}-${NEXT}.bdt
cd $ODIR
rm -rf $TMPDIR # clean up.
echo "normal termination of zumos."
else
echo "zumos did not terminate normally!”
fi
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